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Preface

This volume is a collection of original papers on topical issues concerning various 
empirical and theoretical aspects of linguistic meaning. Its aim is to advance the cur-
rent debate among theoretical and experimental linguists on the interface between 
pragmatics and semantics. All articles are versions of presentations given at the 
workshop “Experimental Pragmatics/Semantics”, held in February 2008 at the 
University of Bamberg, Germany. The workshop was part of the Annual Meeting 
of the German Linguistic Society (DGfS). 

We would like to thank the authors for their contributions to this volume and 
for their cooperativeness during the reviewing and publication process. We would 
also like to thank Werner Abraham and Elly van Gelderen for their helpful com-
ments and for the opportunity to publish this volume in their Linguistik Aktuell/
Linguistic Today series. We are grateful to Sina Schade and Sven Müller in helping 
us with the preparation of the typescript. And last but not least we thank Kees Vaes 
for his patience and his professional editorial assistance.

Mainz & Göttingen, November 2010
Jörg Meibauer & Markus Steinbach
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Introduction
Experimental research  
at the pragmatics/semantics interface

Jörg Meibauer & Markus Steinbach
Mainz University/Göttingen University

Focusing on the semantics/pragmatics divide, the contribution of experimental 
pragmatics to pragmatic theory is discussed from a number of angles, ranging 
from implicature theory and theories of pragmatic enrichment to pragmatic 
acquisition, pragmatic impairment, and pragmatic processing. In addition, 
methodological issues are touched upon, and finally, the single contributions to 
this volume are introduced.

1.  �Introduction

Drawing the boundary between pragmatics and semantics – both being disci-
plines that deal with linguistic meaning – belongs to the most basic problems 
of modern linguistics. In recent years, a lively debate has emerged about that 
problem (see Bianchi 2004; Szabó 2005; Jaszczolt, to appear). Most researchers 
engaged in the debate relate their approaches to the fundamental work of Paul 
Grice, who made the by now classical distinction between ‘what is said’ and ‘what 
is implicated’ (Grice 1989). Numerous sophisticated approaches to the question 
of how that distinction should be spelled out have been put forward. However, 
the rough picture of the major camps involved in the debate is that we have the 
so-called Neogriceans on the one hand, and the Relevance theorists on the other. 
Neogriceans by and large tend to defend the conceptual value of Gricean maxims 
or principles (Levinson 2000; Horn 2004; Atlas 2005), while Relevance theorists 
argue against such maxims or principles and refer to general cognitive princi-
ples such as the Principle of Optimal Relevance (see Sperber & Wilson 1995;  
Carston 2002; Wilson & Sperber 2004). A more fine-grained sketch would include 
further important theoretical approaches provided, for instance, by Bach (1999); 
Recanati (2004); Jaszczolt (2005); Ariel (2008); Potts (2005).

Indeed, there are many differences in the pragmatic architecture of the rivalling 
camp’s approaches as well as in the coverage of empirical phenomena. But, quite 
surprisingly, Neogriceans as well as Relevance theorists go for the assumption 
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that propositional structures are systematically underdetermined and therefore 
are in need of enrichment. These processes of enrichment are of an essentially 
pragmatic nature, and hence pragmatics is conceived of as being able to influ-
ence semantics. Several terminological proposals are on the market to fix the 
phenomenon of pragmatically steered propositional enrichment: explicature 
(Carston 2002), impliciture (Bach 1999; Garrett & Harnish 2007), pragmatic 
intrusion (Levinson 2000), or intuitive content (Recanati 2004). The detailed 
comparison of these proposals, or, more generally, the explicit/implicit distinc-
tion, is of course on the pragmaticist’s research agenda. Insofar as underdetermi-
nacy is taken as a serious linguistic phenomenon, there is an in-built tendency of 
the approaches mentioned to restrict the realm of truth-conditional semantics, 
or to downplay its importance. According to those approaches, there are truth-
conditions or logical forms for sentences, but they occur only at a certain (inter-
mediate) stage in the generation of the comprehensive meaning of an utterance.

The tendency sketched has of course provoked conjectures. For instance, 
some researchers defend a classical, minimalist approach to the truth conditions 
of a sentence, and consequently assume a more powerful apparatus for pragmatic 
interpretation (cf. Borg 2004; Cappelen & Lepore 2004; Bach 2005). Minimal-
ism is thus opposed to Contextualism, understood as the persuasion that context 
influences semantics, not only in the case of indexicals but also in numerous fur-
ther aspects. Regrettably, contributions to these debates are not always founded in 
large-scale empirical research. Very often, a rather restricted phenomenon serves 
as the ‘evidence’ for a certain view of the explicit/implicit distinction or a particu-
lar concept of the ‘proper’ semantics/pragmatics divide. It is obvious that the field 
will profit from more truly empirical exploration of the data.

With the advent of experimental pragmatics the scene has changed. Experi
mental pragmatics, as we understand it, is the application of psycholinguis-
tic and neurolinguistic methods to the exploration of pragmatic phenomena  
(cf. also Katsos & Cummins 2010; Bezuidenhout 2010). When the focus is on 
the experimental research into the semantics/pragmatics distinction, we may 
very well speak of ‘experimental pragmatics/semantics’, thus alluding to the fact 
that research into experimental pragmatics necessarily is involved in reflecting 
semantics, too. As a quick glance into the seminal collection edited by Noveck 
& Sperber (2004) and the more recent volume edited by Sauerland & Yatsushiro 
(2009) shows, experiments have been run with regard to pragmatic phenomena 
as diverse as reference, felicity conditions, scalar implicatures, presuppositions, 
negation, irony and metaphor. But another view into the Handbook of Pragmat-
ics (Horn & Ward 2004) and the handbook on semantics (von Heusinger et al., 
to appear) shows that there is still much experimental ground to cover.

It is not by mere chance that experimental pragmatics profits from experi-
mental psycholinguistics, especially with regard to language acquisition. 
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Research into language acquisition has a strong focus on elicitation studies, and it 
is in the study of research into pragmatic development (and impairment) where 
the two strands of research, experimental pragmatics and research into pragmatic 
development, meet. Indeed, it appears as if the appeal of the new research para-
digm benefits from this particular constellation, as the numerous studies on the 
acquisition of scalar implicatures impressively show. Many of the experimental 
designs used in experimental pragmatics already have a history. For example, 
the experimental design in today’s research into scalar implicatures goes back 
to Smith (1980). It goes without saying that there is reinterpretation and repli
cation of classical psycholinguistic experiments, too. Still rare are production 
tasks, and the very promising neurolinguistic research into pragmatics is still in  
its beginnings (Paradis 1998 a,b; Stemmer & Schönle 2000).

The next section is concerned with one of the most important debates in 
theoretical and experimental pragmatics, i.e. the analysis of conversational 
implicatures. The discussion focuses on scalar implicatures and the distinction 
between generalized and particularized conversational implicatures. Section 3 
briefly addresses some varieties of pragmatic enrichment. The acquisition of 
pragmatics, semantics and the interaction of these two linguistic modules are 
discussed in Section 4. Here, the discussion focuses again on scalar implicatures. 
Section 5 deals with the deficits of pragmatic impaired children. Sections 6 and 7  
finally briefly touch aspects of pragmatic processing and some methodological 
issues. The last section gives a brief summary of the contributions to this volume, 
which deal with various theoretical and experimental aspects of the interface 
between pragmatics and semantics addressed in this introduction.

2.  �Testing for scalar implicatures

Scalar implicatures are conversational implicatures due to the observation of the 
maxims of Quantity. For instance, in a scale 〈all, some〉, some is an information-
ally weaker term than all. From the assertion of the weaker term the negation of 
the stronger may be inferred. Thus, if (1a) is asserted, (1b) may be inferred. If the 
speaker had known for sure that all of the guests were drunk, he should have – 
observing the maxims of Quantity – said so. Since he didn’t, the hearer is licensed 
to conclude that the speaker intended to convey that not all of the guests were 
drunk. That we have to do with a type of conversational implicature here, is usually 
shown with a hint towards cancellability as is illustrated in (1c).

	 (1)	 a.	 Some of the guests were drunk.
		  b.	 Not all of the guests were drunk.
		  c.	 Some of the guests were drunk, indeed all of them.
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For Levinson (2000), scalar implicatures are generalized conversational impli-
catures (GCIs). GCIs arise due to pragmatic principles like the Q-principle, 
the I-principle, and the M-principle and are distinguished from particularized 
conversational implicatures (PCIs). GCIs are close to the grammar, they are 
implicatures that may directly influence the truth conditions of a sentence. This 
phenomenon of ‘pragmatic intrusion’ leads to the idea of a pre-semantic pragmat-
ics. Similar ideas are pursued by a number of scholars, most notably by Relevance 
theorists and François Recanati (‘truth conditional pragmatics’).

There are, however, many differences with regard to terminology, as well as 
with regard to the broader conception of the semantics/pragmatics divide, and the 
distinction between ‘what is said’ and ‘what is implicated’ (cf. Gibbs 1999, 2002; 
Nicolle & Clark 1999; Liedtke, this volume). Relevance theorists like Carston 
(2002) create a separate pragmatic category, called ‘explicature’, which is portrayed 
as a development of a logical form. The usefulness or empirical adequacy of the 
PCI/GCI-distinction is denied by them, as is the distinction between sorts of prag-
matic principles like the Q-principle, the I-principle and the M-principle. Instead, 
Relevance theorists postulate the operation of general cognitive principles like the 
Cognitive Principle of Relevance, the Communicative Principle of Relevance, and 
the Presumption of Optimal Relevance, all of which play some role in guiding 
pragmatic inferencing.

As far as scalar implicatures are concerned, recent research in experimental 
pragmatics is dedicated to the question whether there is evidence for GCI-theory 
versus Relevance Theory. The alternatives are nicely sketched by Noveck & Sper-
ber (2007: 196) with regard to the computational factor ‘speed of interpretation’. If 
a scalar term is interpreted literally (e.g. ‘some, maybe all’), so they demonstrate, 
the GCI theory would nevertheless predict local default enrichment, because of 
the generalized and relatively context-independent nature of GCIs. If a context 
is taken into account that is not compatible with default enrichment, the impli-
cature has to be cancelled in order to arrive at the literal interpretation, a process 
that obviously is costly measured in time. Relevance theory, in contrast, doesn’t 
assume enrichment in the first place (Relevance principles being operating “fast 
and automatic”), and therefore predicts fast arrival at the correct interpretation.

Conversely, if a scalar term needs enrichment (e.g. ‘some, but not all’), GCI 
theory predicts default enrichment, whereas Relevance theory demands calcula-
tion of the context (background knowledge has to be considered), so GCI theory 
should predict fast derivation, while Relevance theory goes together with slow deriva-
tion. Note that the respective experiments aim at measuring processing speed. Many 
studies have the result that deriving implicatures is costly, this being usually regarded 
as argument against a default view as proposed by Levinson (2000) and Chierchia 
(2004). However, the GCI/PCI-distinction may stay important for conceptual 
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reasons, and the strict opposition between the default view and context-driven 
approaches may turn out as problematical, because alternative views (e.g. Interac-
tionism, see Breheny et al. 2006) lend themselves for testing, too (cf. also Katsos 
2007, 2009; Zondervan, this volume).

3.  �Varieties of pragmatic enrichment

The scope of phenomena that fall under the heading of ‘enrichment’ is quite large, 
and, as far as we know, most phenomena have not been studied comprehensively. 
A general theory of enrichment is still to be developed. Levinson (2000: 170ff.) 
discusses disambiguation, interpretation of indexical and general expressions, 
ellipsis resolution and narrowing as cases of ‘pragmatic intrusion into what is said’. 
Carston (2002: 21ff.), in her overview on underdeterminacy phenomena, also 
mentions ambiguities and indexicals, and furthermore adds missing constituents, 
unspecified scope, as well as under- and overdeterminacy of word meanings. Note 
that there is a strand of research that, under the heading of enriched composition, 
complement coercion, and cocomposition, also deals with phenomena like the ones 
discussed by Carston (cf. Pustejovsky 1995; Jackendoff 1997; Bezuidenhout 2009). 
However, this line of research refrains from any commitments to a pragmatic 
module and largely focuses on the syntax-semantics interface. For a compre-
hensive overview on psycholinguistic and neurolinguistic research dealing with 
enriched composition phenomena see Pylkkänen and McElree (2006).

A classical case of enrichment is of course ‘conjunction buttressing’ or asym-
metric coordination. In cases like (2a) versus (2b) the impression of a temporal 
sequence (and, furthermore, a causal relation) may be either construed as an 
implicature (on the basis of the maxim of Modality), or traced back to a hid-
den constituent specifying time (Blakemore & Carston 2005; Hertwig, Benz & 
Krauss 2008).

	 (2)	 a.	 Ann married and got pregnant.
		  b.	 Ann got pregnant and married.

Another much-disputed case of a seemingly missing constituent where temporal 
enrichment plays a role is the utterance (3a), where one might argue for a hidden 
temporal constituent, or, alternatively, derive this element as an ‘explicature’ or an 
implicature, as contexts like (3b) suggest.

	 (3)	 a.	 I didn’t have breakfast.
		  b.	 I didn’t have sex.

Further cases where enrichment appears to take place are bridging and reference 
transfer. Bridging takes place in contexts like (4a), where the beer is to be understood 
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as part of the picnic. Several experimental studies have been carried out, among 
them Clark & Haviland (1977), Matsui (2000), and Burkhardt (2006), the latter 
taking P600 effects as evidence for enriched composition (cf. also Bornkessel-
Schlesewsky & Schlesewsky (2008) and Drury & Steinhauer (2009) for linguistic 
interpretations of P600 effects).

	 (4)	 a.	 Bob unpacked the picnic. The beer was warm.
		  b.	 The omelette left without paying.

Reference transfer concerns utterances like (4b), where omelette does not refer 
to the meal, but to the customer who ordered the meal (see Jackendoff 1977; 
Nunberg 2004; Schumacher, this volume).

In a broader perspective, metaphor and irony may also be viewed as enrich-
ment phenomena. While the Gricean approach to these phenomena, despite 
being quite elementary, often serves as a starting point for experimental research, 
there are numerous studies intended to test details as well as general approaches 
(e.g. pretense versus echo theory of irony, cf. the collections by Gibbs & Colston 
2007 and Gibbs 2008).

Pragmatic enrichment phenomena are certainly crucial for any attempt at 
exploring the semantics/pragmatics distinction. However, there are many more 
pragmatic phenomena that lend themselves to exploration, e.g. research on indi-
rect speech acts (cf. Clark 1979; Shapiro & Murphy 1993) and the operation of 
maxims (cf. Engelhardt, Bailey & Ferreira 2006), research on presuppositions  
(cf. Sauerland 2009), anaphora resolution (cf. Holler & Irmen 2007), diverse aspects 
of information structure (cf. Burkhardt 2006, 2007; Zondervan, this volume), polite-
ness phenomena, and, most importantly, the role of contextual knowledge in utter-
ance interpretation (cf. Altmann & Steedman 1988; Sedivy et al. 1999; Meibauer & 
Schumacher 2010; Schmitz, this volume; Panizza & Chierchia, this volume). This is, 
however, only a sketch of crucial phenomena, and it goes without saying that there 
are many more. Hopefully, experimental research will provide many more data that 
could eventually lead to an empirically validated theory of pragmatic enrichment.

4.  �Developmental pragmatics

Children do not only acquire grammatical competence, but also pragmatic compe-
tence. At the age of 2, a child does not understand irony or metaphor (cf. Winner 
1988; Creusere 2000), and she doesn’t know much about speech acts like insulting 
or reproaching. Since the seminal work of Bates (1976), numerous studies on the 
acquisition of pragmatics have been carried out (cf. Hickmann 2000; Pan & Snow 
1999). It is not by mere chance that experimental pragmatics gains much from 
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experimental expertise in language acquisition research, since there is a long-
standing tradition in psycholinguistic methods and standards of testing (see also 
Moscati, this volume; Müller et al., this volume; Paltiel-Gedalyovich, this volume; 
Rohlfing, this volume).

One recurrent finding is that children are more ‘logical’ than adults. Adults 
are more ‘pragmatic’, in that they observe wider aspects of the context and encyclo-
paedic knowledge. We will shortly consider the cases of asymmetric coordination 
and scalar implicature.

Noveck (2004: 310) reports on a study dealing with the question whether 
children are capable to observe the maxim of Orderliness, prescribing that in an 
asymmetric coordination p and q, p and q should be ordered according to the 
natural order of the narrated events. Noveck found that children were surpris-
ingly tolerant against infringements of this principle. This could be interpreted 
as evidence for the fact that, for younger children, the facts described are more 
important than their particular relatedness, so that connective meaning is for 
them most important. For Noveck (2004: 310f.), such results hint to the superiority 
of Relevance theory, because it is enrichment of an underdetermined proposi-
tion that matters here, not a generalised conversational implicature, as Levinson 
(2000) would have it.

Scalar implicatures are another domain where children seem to act more 
logical than adults (and older children more adult-like than younger children). In 
one experiment dealing with scalar implicatures triggered by the French quantifier 
certains (scale: 〈tous, certains〉), children and adult controls were asked whether 
they agreed with the (French translation of the) utterance Some giraffes have long 
necks (cf. Noveck 2001, Experiment III). ‘Logical’ children reacted with ‘yes’. Pos-
sibly, they reasoned that even if all giraffes had long necks, it is at least true that 
some have long necks. Thus, 89 % out of 31 children aged 7–8, and 85% out of 
30 children aged 10–11 agreed. In contrast, ‘pragmatic’ adults answered ‘no’. For 
them, it would be underinformative to answer yes, because, as far as they know, all 
giraffes have long necks. From 15 adults, 41 % agreed.

In subsequent studies, contexts were more or less enriched in order to control 
for contextual knowledge. In Papafragou & Musolino (2003), where the Greek 
quantifier meriki (scale: 〈oli, meriki〉) was tested, the focus was on felicity instead 
of truth. In their acting out-Experiment 1 using Truth Value Judgment Test Meth-
odology, children were shown three toy horses which were about to jump over 
a toy fence. When all horses had jumped over the fence, a puppet commented 
on that event with, e.g. Some horses jumped over the fence, and children were 
asked whether the puppet ‘answered well’ (focusing on felicity). Adults rejected 
the puppet’s statement in 92.5 % of the time, whereas 5-year-olds rejected the 
puppet’s statement only in 12.5 % of the time.A narrative element, mimicking a 
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certain aspect of a discourse situation, was also introduced into the methodology 
used by Bott & Noveck (2004) who otherwise used the material from Noveck 
(2001). In their Experiment II, basically a Truth Value Judgement Test, where 
sentences were presented on a screen, the stimuli were preceded by a declara-
tion like “Mary says the following sentence is true/false”. This declaration was 
intended to make a comparison between a ‘logical’ and a ‘pragmatic’ group of 
participants possible. Note, however, that in this case, a speech report becomes 
part of the context.

While the general impression from Noveck (2001) and Papafragou and 
Musolino (2003) was that children are more logical than adults indeed, Guasti 
et  al. (2005: 672) stress that children as young as seven years of age are able to 
derive (adult-like) implicatures “when the contexts meet all the cognitive and lin-
guistic requirements for doing so”. In their Experiment I, the authors replicated 
Noveck (2001) and found that children accepted “statements like Some giraffes have 
long necks much more often than adults do: 87% compared with 50%”. (Again, it 
might be asked why so many adults were ‘logical’.) The authors ventured that these 
results may not have to do with a simple lack in children to derive implicatures 
(Pragmatic Delay hypothesis), but with (unnatural) features of the experimental 
design (Pragmatic Limitation hypothesis). In further experiments the authors 
used stories presented in videos culminating in sentences like Some soldiers decide 
to ride a horse, and a puppet character commenting on them. Here, the rejection 
rate was 75% for the group of the seven-year-old children and, quite astonishingly, 
83% for the adults. Thus, it is demonstrated that adults decide between agreement 
and disagreement similar to the children, and that there is a tension between 
opting for ‘standard conversational norms’ versus adhering to strict truth (cf. also 
Katsos 2009; Hendriks et al. 2009).

In sum, then, experimental designs cannot do without representing rich con-
texts, because participants usually react to such rich contexts and are at a loss when 
forced to act without them. If ‘neutral’ contexts are demanded, participants try to 
create contexts on their own (Guasti et al. 2005: 684–85). And even if it is assumed 
that participants are able to construe a ‘neutral’ context, the use of certain language 
materials “can create their own context through a variety of presupposition triggers 
and information-structure triggers”, as Breheny et al. (2006: 445) stress.

Implicatures are a classical pragmatic research topic, speech acts are another. 
Several studies focus on felicity conditions for promises. Experiments by Astington 
(1988) showed that many children between 5 and 9 years of age assume that prom-
ises are true statements related to past or future states. What is relevant from the 
adult’s perspective (and the sincerity condition), namely that the future act must 
not only be (accidentally) realised, but (intentionally) caused by the speaker, is 
not very important for children in this age. In other words, the early concept of a 
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promise resembles very much a prediction. The full distinction between promises 
and assertions is acquired between 11 and 13 years of age.

Other experiments focused on the preparatory condition. Bernicot & Laval 
(2004) wanted to know whether the fulfilment of the preparatory condition was 
relevant for children aged 3, 6 and 10 years. Interestingly, they tested also the 
explicit performative construction vis-á-vis a declarative sentence with reference 
to the future. Bernicot & Laval (2004: 213) conclude that children aged 3 and  
6 years did not manage the task as good as the 10 years old.

If the preparatory condition was fulfilled, then the form of the utterance 
(explicit performative versus future-related declarative sentence) was irrelevant. 
But if the preparatory condition was not fulfilled, the variable ‘explicit perfor-
mative’ had a negative influence on the set of correct answers. In sum, then, the 
authors conclude that the preparatory condition (as studied by Astington 1988) is 
acquired earlier than the preparatory condition.

Although research into speech acts has a great psychological tradition (see Lee 
2011 on lying), it goes without saying that there still is a long way to go until a com-
prehensive theory of speech act acquisition is reached. At the moment, research 
focuses on single illocutions or age groups, while social and emotional aspects are 
largely neglected. But experimental pragmatics is certainly a means to enlarge our 
knowledge of speech act acquisition.

5.  �Pragmatic impairment

If pragmatic competences are not innate, but acquired in the course of children’s 
development, it is plausible that there might exist children who show difficulties 
with respect to an adequate pragmatic behaviour. Those children may be regarded 
as pragmatically impaired children. For example, a child has not grasped the felic-
ity condition on promises, requiring that the speaker is obliged to do a future 
act. Then this child may be regarded as being insincere and not trustworthy, 
albeit he suffers from a pragmatic impairment. Pragmatic impairments nowadays 
are regarded as the proper object of clinical pragmatics (cf. Stemmer 1999; Perkins 
2007; Cummings 2009). One particular question is whether children with abnormal 
speech behaviour are children with SLI (Specific Language Impairment, cf. Leonard 
1998) or autistic children (Happé 1993; Bishop 2000). SLI children are those chil-
dren who show language deficits, but are sane and possess a normal IQ. There are 
numerous attempts at developing a behavioural profile for pragmatically impaired 
children, but typically questions related to pragmatic competences are still lacking 
in questionnaires and language tests. According to one standard definition, prag-
matically impaired children have the following properties or deficits: They want 



	 Jörg Meibauer & Markus Steinbach

to communicate, have difficulties with inferencing, give to much or to little informa-
tion, do not understand metaphors and irony, are not able to narrate, have difficulties 
with turn taking and open, unstructured discourse situations (Leinonen 2000: 5f.).

Kurtz & Wilbur, this volume, measured the pragmatic abilities of SLI children 
on the basis of Bishop and Adam’s (1989) categorial system. While it is plausible that 
there are in fact pragmatic impairments in language acquisition, it seems that – in 
comparison with the state of art in pragmatics – many pragmatic abilities checklists 
are still not fine-grained enough (cf. Dohmen 2009). Thus, research into pragmatic  
impairment certainly will profit from progress in experimental pragmatics.

6.  �Processing and the neuronal system

Of course, there are certain classical studies concerning the processing of pragmat-
ics, namely studies dealing with reaction times. For example, in their study of sca-
lar implicatures, Breheny et al. (2006) used short texts that made the background 
clear to the participants. Since they aimed at reading times of a trigger-containing 
text segment, the texts were presented on a video screen. In Experiment I, focusing 
on scalar implicatures with (the Greek correlates of) or, the materials contained 
short stories displaying an upper-bound context (activating the implicature ‘not 
both’) and lower-bound contexts (activating the conventional meaning ‘both’). 
The overall result was that reading times were longer in upper-bound contexts, i.e. 
with the implicature.

Pragmatic processes certainly are products of the human brain. Thus, neuro-
pragmatics is the study of neurological processes accompanying the production 
and comprehension of communicative sense. The parallel notion of neuroseman-
tics obviously is established to a lesser degree. A classical question is whether spe-
cifically pragmatic processes correspond to specific neuronal systems, for instance 
that pragmatics is right-hemispherical while grammar is left-hemispherical. This 
simple picture has been abandoned: The majority opinion is that neuropragmatic 
functions arise through a complex interaction of cortical and subcortical neuro-
nal systems, these systems being influenced by external and internal factors in turn 
(Stemmer 1999; Bara & Tirassa 2000). Nevertheless, it may be the case that seman-
tics and pragmatics may be neurologically represented in a distinct way.

Kasher et al. (1999) looked at the ability to understand conversational impli-
catures with adults suffering from left- and right-hemispherical lesions. All in all, 
they found that the left versus right hemispheres contribute to the understanding 
of implicatures in a different way. In addition to clinical studies that concentrate on 
questions of location (cf. Cummings 2009), there are also neuropragmatic studies 
with speakers without a specific language impairment using functional magnetic 
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resonance imaging (fMRI) (Bornkessel & Friederici 2007). Here the problem is 
how to bring together certain effects with what we know about typical measures 
form electrophysiological experiments (for instance the N400, indicating semantic 
processing), to check for larger text fragments, and to control for aspects of contex-
tual or encyclopaedic knowledge (Bornkessel-Schlesewsky & Schlesewsky 2009). 
Moreover, standard experiments concentrate on comprehension and largely 
neglect production.

7.  �Variety of methodologies

Modern psycho- and neurolinguistic research uses a broad spectrum of different 
experimental methods: questionnaires, picture-selection tasks, truth value and 
speeded judgment tasks, self-paced reading and reaction time experiments, eye 
tracking, visual world design, event-related potentials (ERP) or fMRI (cf. Coulson 
2004). Each method has, of course, specific (dis-)advantages and yields its own 
type of data. Although most of these online- and offline methods are frequently 
used in experimental pragmatics and semantics, there is still a lack of combin-
ing and comparing these methods to reach a more comprehensive experimental 
picture. Moreover, these methods may be complemented with corpus studies on 
semantic and pragmatic aspects of meaning and the interface between pragmatics 
and semantics (cf. Romero-Trillo 2008). This is another avenue that certainly will 
be walked along in future research on pragmatics/semantics.

8.  �The contributions to this volume

The articles in this volume take up many of the topics discussed in the previous 
sections and also add new topics. They discuss data from different languages and 
domains of pragmatic and semantic research using various experimental methods 
such as questionnaires, picture-selection tasks, truth value and semantic judgment 
tasks, eye tracking, and event-related potentials (ERP). Additionally, many papers 
discuss issues concerning experimental designs and provide methodological guide-
lines for further research. Although the resulting picture is by no ways a coherent 
one, this volume clearly focuses on theoretical and experimental aspects of 
the interface between semantics and pragmatics and contributes findings and 
arguments that will foster future discussions.

Robert M. Kurtz & Ronnie B. Wilbur show in their contribution “The 
development of conversational competence in children with Specific Language 
Impairment” that SLI children have pragmatic difficulties, especially with regard 
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to the observation of the Gricean maxims of Relation and Quantity. The research 
method was rating of videotapes showing children with and without SLI in 
spontaneous conversations.

In his paper “The impact of literal meaning on what-is-said” Frank Liedtke 
contributes questionnaire evidence on the question which level of an utterance 
contributes to ‘what is said’. The results of his study show that the literal meaning 
of an utterance is taken into account when native speaker judgments on ‘what is 
said’ are elicited.

Vincenzo Moscati’s paper on “Discourse under control in ambiguous sentences” 
focuses on the acquisition of those sentences that contain interactions between 
modals and negation, thus challenging the child’s capacities for disambiguation. 
In two experiments, children’s preferences for scope assignment, e.g. in the case of 
Italian modal potere (‘can’) followed by clausal negation, were tested.

The contribution “Pragmatic children: How German children interpret sen-
tences with and without only” by Anja Müller, Petra Schulz, and Barbara Höhle 
is an experimental study of the acquisition of the meaning of the German focus 
particle nur (‘only’). The authors show that on the one hand 6-year-old children 
have difficulties with a target-like interpretation. On the other hand, children are 
able to take into account pictorial information as well as verbal information.

Leah Paltiel-Gedalyovich “Adult response uniformity distinguishes seman-
tics from pragmatics: Implications for child language” reports on experiments 
investigating the interpretation of Hebrew ve (‘and’) and aval (‘but’). While adults 
showed uniformity across their judgments, children were reluctant with regard to 
non-truth conditional meaning. Hence it is uniformity of judgment that matters 
with regard to a robust distinction between semantics and pragmatics.

In their contribution “Numerals and scalar implicatures” Daniele Panizza 
and Gennaro Chierchia discuss the results of a questionnaire and an eye tracking 
experiment both dealing with the relation between numerals and different types 
of contexts (upward entailing versus downward entailing contexts). The authors 
argue that the stronger interpretation of a numeral, which is supported by upward 
entailing contexts, results from a scalar implicature.

Katharina J. Rohlfing’s paper “Meaning in the objects” argues that objects 
being present in an experimental setting influence children’s linguistic and ges-
tural behavior. Therefore, one must be cautious to confront children with novel 
situations in which they have no chance to build onto their non-linguistic experi-
ences. Experimental data are presented that draw on spatial relations represented 
by prepositions.

Hans J. Schmitz’ contribution on “Blocking modal enrichment (tatsächlich)” 
provides a detailed analysis of the German adverb tatsächlich (‘in fact’), which is 
analysed as a pragmatic marker blocking enrichment. This particular item doesn’t 
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contribute to the truth-conditional content, but triggers truth-conditional effects. 
Experimental evidence from paper-and-pencil tests shows that subjects are able to 
carry out modal enrichments and are sensitive to enrichment blocking.

Pragmatic enrichment is also discussed in Petra Schumacher’s paper “The 
hepatitis called…: Electrophysiological evidence for enriched composition”. She 
focuses on cases of reference transfer where a salient property of an entity is used 
to refer to this entity (i.e. the word hepatitis can be used to refer to a patient suf-
fering from hepatitis). The ERP data discussed in this paper show that enrichment 
operations are connected to a late positivity.

The final contribution “The role of QUD and focus on the scalar implicature 
of most” by Arjen Zondervan reports on two experiments investigating the influ-
ence of focus on scalar implicatures. The experiments show that the Question 
under Discussion (QUD) affects the interpretation of the English scalar term most: 
When most is contained in the focused part of the sentence, more scalar implica-
tures will be derived. The same effect arises in the context of sentential answers to 
yes-no-questions.
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The development of conversational 
competence in children with Specific 
Language Impairment*

Robert M. Kurtz & Ronnie B. Wilbur 
Purdue University, West Lafayette

Two adult raters viewed videotapes of children with and without SLI in 
spontaneous conversations. Raters identified violations of conversational rules 
and assigned each to a category based on a system developed by Bishop and 
Adams (1989). Children with SLI produced significantly more violations than 
their typical peers. All but two of the violations were analyzed as falling under the 
Gricean maxims of relation and quantity, consistent with results of earlier studies 
of younger, typically-developing children. These findings confirm that children 
with SLI exhibit lower pragmatic competence than their typically developing 
peers, inviting further study comparing children with SLI with younger controls to 
investigate the contributions of language development and cognitive maturation.

1.  �Introduction

1.1  �Children with Specific Language Impairment

Specific Language Impairment (SLI) is a developmental language disorder occur-
ring in children who have none of the factors commonly associated with language 
disorders, including hearing loss, mental impairment, neurological disorders 
such as autism and epilepsy, or a history of frank neurological trauma such as a 
traumatic brain injury or stroke. Because children with SLI are cognitively similar 
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to other children, but deficient in their language skills, the study of their language 
output, and particularly their error patterns, can shed light on the structure of 
language while controlling for many possible confounding factors (Leonard 1998).

Children with SLI tend to begin talking at a later age than their typically-
developing peers; when they do begin to talk, their language development 
does not follow a typical course. Compared to their typically-developing peers, 
preschool aged (3–6 years) English-speaking children with SLI tend to exhibit lim-
ited vocabulary, difficulty acquiring new words, poor command of grammatical 
morphology, shorter utterances, and a limited range of syntactic structures. This 
atypical development pattern distinguishes SLI as a true disorder rather than a 
simple delay (Leonard 1998; Rice, Wexler & Cleave 1995).

The exact nature of grammatical errors produced by children with SLI 
depends on the typology of the language they speak. In English, which has some 
inflectional suffixes but is largely isolating, children with SLI often omit grammati-
cal suffixes, such as 3rd person -s and past tense -ed, as well as plural -s. They also 
commonly omit auxiliary and copula forms of the verb to be and substitute object 
pronouns him, her, them, and us for subject pronouns he, she, they, and we. In Ital-
ian, which has a much more extensive inflectional system, children with SLI tend 
to substitute rather than omit inflectional suffixes, and to omit articles and clitics 
(Leonard 1998).

While SLI is frequently described in terms of deficits in morphosyntax, 
conversational skills are undoubtedly an important part of language development. 
As Hymes (1974) observed in an early argument for the inclusion of sociologi-
cal data in the study of linguistics, it is of little use for a child to learn the rules 
necessary for producing all of the grammatical utterances in a language if such 
knowledge is not accompanied by an understanding of what verbal behaviors are 
appropriate and expected in a given context. In studies of social access behaviors 
(Brinton, Fujiki, Spencer & Robinson 1997; Craig & Washington 1993), negative 
reactions from peers with typically developing language skills focused not on 
language-impaired subjects’ surface morphology and syntax, but rather on their 
socially and pragmatically odd behaviors.

1.2  �Grice’s maxims

In his landmark publication on conversational pragmatics, Grice (1975) outlined 
basic principles of behavior for participants in conversation, the primary require-
ment being that the participants cooperate. Even in the face of some popular and 
scholarly analogies of conversation as an adversarial process (e.g. Gergen 1999; 
Lakoff & Johnson 1980), Grice’s characterization of conversation as a collaborative 
process has proven quite robust (see for example Attardo 1997).
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In elaboration of the rather general “cooperative principle,” Grice specifies 
four “maxims” of a more specific nature:

Quantity:
1.	 Make your contribution as informative as required (for the current purposes 

of the exchange).
2.	 Do not make your contribution more informative than is required.

Quality:
1.	 Do not say what you believe to be false.
2.	 Do not say that for which you lack adequate evidence.

Relation: Be relevant.

Manner:
1.	 Avoid obscurity of expression.
2.	 Avoid ambiguity.
3.	 Be brief (avoid unnecessary prolixity).
4.	 Be orderly.

Utterances that fail to adhere to these maxims (whether they fail due to performance 
errors or lack of conversational skill on the part of the speaker) are perceived as prag-
matically odd or inappropriate; they are likely to be met with puzzlement or perhaps 
even outright rejection by conversational partners, and may create an impediment 
to the progress of a conversation (Sala 2004). On the other hand, deliberate and 
obvious violation, or ‘flouting’, of the maxims can serve as the basis for humor 
(Attardo 1990, 1997; Brumark 2006; Sala 2004) or other culturally defined pur-
poses such as modesty, politeness, and euphemism (Farghal 1995; Salih 2001; Zai-
kauskas 2002). In such cases, the apparent ‘violation’, because it is intentional, is 
in fact not a violation at all, but a means of conveying a context-based meaning, 
or conversational implicature, other than the surface meaning expressed by the 
speaker. When this happens, it is the listener’s responsibility to make the necessary 
inference in order to recognize the speaker’s intended meaning.

2.  �Language-impaired children’s conversational skills

2.1  �General characteristics

Grice’s maxims provide a useful framework for the examination of conversational 
competence in children. Considerable research has focused on the development of 
pragmatics in children with and without language disorders. Bishop & Adams (1989) 
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explored the question of whether inappropriateness is something that can be reliably 
identified in children’s conversation. A study of language-impaired (LI, N = 24, ages 
4–12) and younger normally-developing (ND-Y, N = 20, ages 4–6) children in con-
versation with adult partners resulted in pairwise interrater reliability of greater than 
68%. Age-matched controls produced so few utterances judged inappropriate that 
they were excluded from the analysis (see Appendix for a list of utterance categories 
judged inappropriate).

The authors also found that children with semantic-pragmatic disorder (SPD, 
N = 14) displayed a profile that was distinct not only from that of the ND-Y group, 
but also children with other language impairments (OLI, N = 43). Children with 
SPD exhibit an error pattern in which formal aspects of language are relatively 
accurate, but adherence to conversational expectations is impaired. The authors 
concluded that children’s command of conversational conventions was related to 
the type of language impairment with which they presented.

Conti-Ramsden & Friel-Patti (1984) compared the conversational skills of nor-
mally developing (ND, N = 14 age 1;7–2;9) and language impaired (LI, N = 14, 
age 3;6–5;3) children in interactions with their mothers. The conversational behav-
iors of both the mothers and the children in the LI group differed significantly from 
those of their counterparts in the ND group. While the difference in the number of 
turns taken did not differ significantly from group to group, the mothers in the LI 
group took the initiator role more frequently than mothers in the ND group, while 
children in the LI group more frequently took the role of responder. Furthermore, 
while children in both groups introduced more topics than their mothers, the ND 
group introduced significantly more topics than the LI group. Finally, the children in 
the ND group appeared more likely to interpret comments as requiring a response 
than LI children. Based on these significant differences in mother-child interaction 
patterns, the authors concluded that analysis of mother-child dialogue could form 
a valuable part of an assessment battery for children with language impairment.

While the study offers no clear answer as to the reasons for these differences, 
one may easily speculate that the mothers in the LI group were responding to 
the tendency of their children to initiate fewer exchanges, and to introduce fewer 
topics, by increasing their own behaviors in these areas to compensate and to 
maintain the flow of conversation.

Decreased adequacy and increased ambiguity in LI children’s responses to 
mothers’ comments versus obligators reflect lower levels of skill in responding 
to indirect speech acts, a task that requires command of Gricean principles. It is 
unclear, however, to what extent the data in this study can be generalized. The par-
ticipants were ethnically homogeneous (white, middle-class, urban), and partici-
pation involved tape recording interactions in the home, suggesting a high interest 
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on the part of the parents in their children’s language development. This may have 
had an unknown effect on their interaction with their children.

Coulter (1998) asked what pragmatic features, if any, can distinguish children 
with semantic pragmatic disorder (SPD) from language-impaired children with 
other etiologies. This was a qualitative study, analyzing the conversational perfor-
mance of three children with SPD. Descriptions of language behavior of children 
with SPD tend to overlap with behaviors commonly attributed to children with 
autism, Asperger syndrome and traumatic brain injury. In addition, it is difficult to 
identify whether semantic-pragmatic deficits can be attributed to language, prag-
matic, or social-cognitive factors.

Conversation samples of three children with SPD were analyzed, yielding 
detailed profiles of children’s use of pragmatic reference theory, Grice’s theory 
of conversation, repairs, pauses, topic maintenance, and discourse markers. All 
children’s profiles appeared similar except for topic maintenance, suggesting that 
children with SPD (who performed below their typically developing peers) may 
be identified using this area as a criterion. The author suggested that Gricean prin-
ciples could be used for screening purposes.

2.2  �Social skills of children with SLI

Three studies (Brinton, Fujiki, Spencer & Robinson 1997; Craig & Washington 
1993; Fujiki, Brinton & Todd 1996) focused on social skills of children with SLI 
compared to their typically-developing peers. The first two examined children’s 
behavior when accessing an ongoing conversational interaction. In both studies, 
successful access was defined as taking a verbal or non-verbal conversational turn 
that was noticed, and not rejected, by the participants in the ongoing interaction. 
Of the five SLI subjects in the study by Craig & Washington (1993), only two suc-
cessfully accessed; these two had higher receptive scores than the children who did 
not access. All of the control children successfully accessed. Similarly, in the study 
by Brinton et al. (1997), the only children not to access successfully were those 
with SLI; the children with SLI also took on average longer to access; however, 
there was no significant difference in receptive skills between the successful and 
unsuccessful subjects with SLI in this study.

Fujiki, Brinton & Todd (1996) evaluated children’s social skills as shown by 
a general measure of social skill, the number of peers with whom they interact, 
and their satisfaction with social relationships. Children with SLI displayed lower 
levels of social achievement on all three measures, leading the authors to con-
clude that language impairment appears to contribute to behavioral and social 
difficulties.
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2.3  �Adult interaction with language-impaired children

Much of the data in the literature has been gathered in conversational settings 
between children and adults, usually either one or both parents, or with experi-
menters. Conti-Ramsden & Friel-Patti (1984, see above) concluded that analysis 
of mother-child dialogue could be a valuable part of an assessment battery for 
children with language impairment, since mothers’ child-directed speech to LI 
children is dissimilar to that directed to ND children.

Pellegrini, Brody & Stoneman (1987) examined the nature of children’s viola-
tions of Grice’s maxims in conversation with their parents, and parents’ reactions 
to these violations. Children’s utterances, if identified as violations, were coded 
according to the maxim they violated; for each violation, the parent’s reaction 
was coded as No reaction (the parent continued on a related topic or changed 
topic), Repetition (the parent repeated the child’s violation), Clarification (the 
parent questioned or rephrased the violation), or Model/Correct (the parent mod-
eled a correct form of the child’s violation). The children in their study showed 
emerging competence with the maxims of relation and quantity between ages 
two and three; two-year-olds violated these maxims more often than three-year-
olds and four-year-olds; there was no significant difference between three- and 
four-year-olds.

Damico & Oller (1980) compared referral rates for language services when 
classroom teachers were trained to identify children based on pragmatic criteria 
to referral rates when teachers used syntactic/morphological criteria. Each group 
of teachers attended an in-service training, and was shown how to identify on the 
basis of morphosyntax (Group S) or pragmatics (Group P). Teachers were not told 
that the separate in-service trainings were different, and were naïve to the research 
questions of the study.

Group P referred more students for evaluation; in addition, this group showed 
a lower rate of both misses and false alarms, leading the authors to conclude that 
referral criteria based on informed judgments of pragmatic difficulty are more 
effective than criteria based on morphosyntactic factors.

3.  �Language development and early performance on the maxims

3.1  �Findings of previous studies

Akhtar, Carpenter & Tomasello (1996) conducted two studies in which 24-month-
old children played with three nameless objects. Following a time of play, the three 
objects were placed in a clear box with a fourth (novel) nameless object. An adult 
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then named the novel object and displayed excitement while directing his/her gaze 
in the general direction of all four nameless objects, without revealing through 
gaze or gesture which of the four objects s/he was naming.

In the first study, adults and children played together with the first three 
objects but not with the fourth, so that the fourth object was novel to both; in 
the second, the adults and children played together with the first three objects 
and the children played with the fourth object alone in the absence of the adults, 
so that it was novel only to the adults. In both studies, the children associated 
the word with the object that was novel to the adult who was displaying excite-
ment (i.e. the fourth object), presumably based on the understanding that adults 
are more likely to mention, and become excited about, items that are new to the 
discourse context, rather than items to which they have habituated. Although the 
purpose of the studies was to shed light on issues of word learning, these results 
suggest an awareness of Grice’s maxims of relation and manner in children of 
this age, which may provide children with a ‘bootstrapping’ mechanism for lexi-
cal development, similar to that proposed for semantics and syntax (Landau & 
Gleitman 1985; Pinker 1984).

Similarly, Bishop & Adams (1989) do not specifically cite Grice; however, 
many of the behaviors listed in their profile of inappropriate utterance types 
correspond quite closely with Gricean principles. ‘Too much information’ and ‘too 
little information’ are clearly quantity issues, although some of the subcategories 
listed under them might better be thought to correspond with other maxims (e.g. 
‘unusual or socially inappropriate content or style’ suggests the maxim of manner, 
and ‘topic drift’ evokes relation).

Coulter (1998) specifically includes Gricean conversation theory as an area of 
analysis, particularly violations of quality, quantity, and manner; poor understand-
ing of implicature; and general cooperation. The author suggests using Gricean 
principles in screening for SPD.

Ferrier, Dunham & Dunham (2000) examined the development of Grice’s 
maxim of quantity in children in their third year. Forty-two children were 
grouped by age into two groups: younger (2;3–2;4) and older (2;8–2;10). 
Experimenters manipulated a toy robot to converse with the children. The 
robot responded to children’s declarative statements of two or more words 
with either a general query (“What?”), or a specific query (e.g. “Piggy’s on the 
what?” when the child had said Piggy on floor). Younger children were more 
likely to produce full repetitions (Piggy on floor) than specifications (Floor) in 
response to general queries; they were equally likely to produce repetitions or 
specifications in response to specific queries. Older children usually responded 
to general queries with repetitions, but were more likely than younger children 
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to respond with specifications; they generally responded to specific queries 
with specifications.

The authors concluded that the younger children showed transitional under-
standing of the Gricean maxim of quantity; the older group showed a more 
mature understanding of the maxim. Both groups continued to use repetitions as 
a “default” strategy.

This use of repetitions as the default response may indicate that the principle 
of providing enough information is stronger than that of not providing too much. 
However, it is not clear whether poorer performance on the quantity maxim at 
this age is due to imperfect understanding of the maxim. An equally plausible 
explanation could be that repetition imposes a lower cognitive processing load 
on the child than the ellipsis required for a specific response. While a repetition 
simply involves reiterating a statement that the child has already formulated, a 
specific response must be contingent upon the adult utterance; to provide an 
appropriate specific response, the child must analyze the adult utterance and 
correctly identify the referent for what in “Piggy’s on the what?” Erroneous pro-
cessing could result in the child responding “Piggy” rather than “Floor”.

This hypothesis is not supported by the findings of Johnson, Miller, Curtiss & 
Tallal (1993). Their study examined the effect of questioning by adults on chil-
dren’s MLU in conversational setting, and whether the effect was the same for chil-
dren with SLI as for children with typically developing language. Children with 
SLI were more likely than NL controls to produce utterances containing ellipsis in 
response to questions; not surprisingly, use of ellipsis correlated negatively with 
MLU: the mean ratio for MLU of non-elliptical to elliptical utterances was 2.1:1. In 
addition, examiners asked more questions of the SLI children than of the NL con-
trols. The greater likelihood of children with SLI to use ellipsis suggests that its use 
is not excessively complex or difficult for their processing ability. Appropriate use 
of ellipsis is governed in part by Gricean principles; note that Bishop’s & Adams’s 
(1989) list of inappropriate conversational behaviors includes both inappropriate 
use of ellipsis and failure to use ellipsis where it is expected. Inappropriate ellipsis, 
or ‘pseudo-ellipsis’, occurred when the child wrongly presupposed knowledge of 
the ‘elided’ words on behalf of the listener, as in the following example (p. 250):

	 A:	 so what did you do when you were sick?/
	 C:	 I can’t remember/
		  I did though when I was run over by a car/

A failure to use ellipsis where appropriate and expected typically involved a full 
response to a WH- question, as in the following example (p. 253):

	 A:	 what’s the doctor doing?/
	 C:	 the doctor is looking at the boy/
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The authors note that such responses, which may be perceived as ‘learned’ or stilted, 
may occur as a result of therapy activities in which the children in the LI group 
were required to use full subject-verb-object forms to describe pictured events; 
several LI children produced such forms during structured research activities but 
not during more informal exchanges.

Pellegrini, Brody & Stoneman (1987) examined the nature of 2-, 3-, and 
4-year-old children’s violations of Grice’s maxims in conversation with their 
parents, as well as the parents’ reactions to their children’s violations. Audio 
recordings and transcripts of three 15-minute play sessions were observed with 
each child: one with the mother, one with the father, and one with both.

Two-year-old children committed frequent violations of the quantity and rela-
tion maxims. These decreased by age three, and there was no significant difference 
between 3- and 4-year-olds. Parents’ reactions were coded as No reaction (the parent 
continued on a related topic or changed topic), Repetition (the parent repeated the 
child’s violation), Clarification (the parent questioned or rephrased the violation), or 
Model/Correct (the parent modeled a correct form of the child’s violation). Parents 
of 3- and 4-year-old children responded with No Reaction more often than parents 
of 2-year-olds; Clarifications occurred more often in dyads than in triads; Repeti-
tions occurred more often in dyads than in triads; in dyads with 2-year-olds, fathers 
produced more Repetitions than mothers; and fathers in dyads produced Modeling 
responses more than mothers in dyads; both fathers and mothers produced Model-
ing more in dyads than in triads. The data for this study came from audio recordings, 
and therefore could not capture gestures and other nonverbal behaviors, which are 
often relevant in determining whether a conversational turn conforms to Grice’s 
maxims. In addition, the parents’ behavior was not standardized; depending on 
their view of the situation as a teaching or play context, their behavior may have 
been significantly different, even though toys and physical setting were similar. As 
in Ferrier et al. (2000), it is unclear whether violations (as defined by adult criteria) 
were due to imperfect command of the maxims or to language development.

3.2  �Limitations of previous studies

No obvious operational definitions of the maxims or their violation have emerged 
from the studies directly or indirectly addressing Gricean principles. Several of 
the studies relied on raters judging utterances to be in compliance or in violation 
(Bishop & Adams 1989; Coulter 1998; Pellegrini, Brody & Stoneman 1987). The 
inter-rater reliability levels achieved in these studies suggest that this can be an 
effective way to assess Grice’s maxims in children who produce a fair amount of 
spontaneous speech in conversational interaction. For children who are younger or 
who are language impaired, however, such an approach might present challenges if 
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the children prove less talkative. Furthermore, it seems apparent from the findings 
in the literature that the performance of normally developing preschool children 
(i.e. age 3–5) has limited utility for examining the emergence of the maxims. For 
example, note that Pellegrini et al. (1987) found significant violations of only two 
of the four maxims (relation and quantity) in their youngest (2-year-old) subjects. 
Ferrier et al. (2000) created contexts in which ellipsis was either appropriate or 
inappropriate according to the maxim of quantity; their finding that competence 
in this area emerges in the third year of life is consistent with the spontaneous 
conversation studies.

Akhtar, Carpenter & Tomasello (1996), in focusing on word-finding, created a 
setting that elicited behavior consistent with understanding of the maxim of rela-
tion. The subjects of the study were similar in age (2 years) to those in Pellegrini et al. 
(1987), and the results were consistent with the findings of that study in that subjects 
showed emerging competence in exercising the relation maxim.

4.  �The present study

4.1  �Research questions

From the evidence available, it appears that the maxims of quality and manner 
develop earlier than relation and quantity; however, it remains to be shown whether 
young children’s difficulty with the latter two actually reflects lack of understand-
ing of the maxims themselves, or whether these children simply lack the linguistic 
sophistication necessary to comply with them. Thus, it remains uncertain whether 
the maxims are present pre-linguistically, or whether they emerge as part of 
language development. Testing for their presence in pre-linguistic children would 
be valuable but challenging; another option, which we chose for this study, is to 
examine children with SLI, who are cognitively within normal limits, but whose 
language development lags in relation to that of their peers. We compared their 
performance to that of typically-developing age-mates, whose cognitive level and 
linguistic maturity were both age-appropriate.

We conducted a pilot study examining videotaped spontaneous conversations 
between children with SLI and adult examiners, compared with similar conversa-
tions involving typically-developing children of similar age. This involved the use 
of independent adult raters, following the example of Bishop & Adams (1989) and 
Coulter (1998). A qualitative analysis of utterances judged to be pragmatic viola-
tions was then conducted to determine whether the children with SLI produced a 
pattern that is distinct from the control subjects. We expected a greater number of 
violations in the SLI group than in the control group. Such a result would support 
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the hypothesis that mastery of conversational rules is tied somehow to language 
development and cannot be attributed solely to cognitive maturity. If children’s 
violations are due to cognitive immaturity, we can expect the SLI children’s 
performance to show more similarity to that of the age-matched controls.

4.2  �Participants

The videotapes selected for the study came from archival data used in a previ-
ous study of children with SLI and typically-developing children of the same age. 
All children were between 38 and 45 months of age (mean = 39.88, SD = 2.47). 
Children in the experimental group (n = 4) were between 38 and 45 months 
(mean = 40.5, SD = 3.11), and had been selected as experimental subjects for the 
previous study based on the following criteria:

1.	 scores within normal limits on the Leiter International Performance Scale-
Revised (Roid & Miller 1997), a test of nonverbal cognitive ability;

2.	 responses at 20 dBHL in both ears during a hearing screen and no known 
history of hearing loss according to parent report;

3.	 no history of neural deficits or frank neurological trauma according to parent 
report;

4.	 scores at least one standard deviation below the mean (standard scores below 
85 or percentile rank below 16) on at least one test of language ability.

The control group (n = 4) ranged in age from 38 to 42 months (mean = 39.25, 
SD = 1.89), and met the same qualification criteria as the experimental group, 
except that they scored within normal limits in both expressive and receptive lan-
guage. Table 1 shows each subject’s qualification information. Blank spaces in the 
table listing test scores for the control group indicate testing that had been con-
ducted elsewhere (e.g. in school), the exact results of which were not available to us, 
other than that the scores were within normal limits. One of the children in the 
experimental group, EFLD, scored within normal limits on several language tests, 
and produced a higher mean length of utterance (MLU) than the others in the exper-
imental group. This child had received extensive speech and language therapy 
and had demonstrated significant gains in her language ability; she qualified as 
an experimental subject based on her history of SLI, the significant gap (1.47 SD) 
between expressive and receptive scores on a number of measures: the Preschool 
Language Scales, 3rd Edition (Zimmerman, Steiner & Pond 1992), the Peabody 
Picture Vocabulary Test, 3rd Edition (Dunn & Dunn 1997) and the Structured 
Photographic Expressive Language Test (Werner & Kresheck 1983). As will be dis-
cussed later, her conversational skills in some ways shared similarities with the 
control group, and in others resembled her fellow experimental subjects.
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Table 1.  Qualifying data for participants

SLI
Subject Age 

(Months)
PLS-3 AC PLS-3 Exp PPVT-III SPELT 

(%ile)
Leiter MLU-

words

EFSB 38 79 78 79 1 98 2.45
EMAG 39 79 81 91 1 98 2.02
EMCJ 45 86 71 107 1 105 1.76
EFLD 40 112 90 74 1 126 3.18

Mean 40.50 89.00 80.00 87.75 1.00 106.75 2.35
SD 3.11 15.68 7.87 14.68 0.00 13.25 0.62

Control
Subject Age 

(Months)
Reynell-R Reynell-E PPVT-III SPELT 

(%ile)
Leiter MLU-

words

CMCS 38 94 * 100 * * 3.25
CMEW 42 93 * * 42 * 4.13
CMJPG 38 123 123 130 60 131 4.31
CMTJV 39 118 118 113 * * 4.73

Mean 39.25 107.00 120.50 114.33 51.00 131.00 4.11
SD 1.89 15.73 3.54 15.04 12.73 0.62

*Exact scores not available due to testing at other facilities (e.g. school); abilities in these areas are within 
normal limits according to parent report.

Three graduate students from the master’s programs in linguistics and speech-
language pathology at Purdue University were employed as raters. Raters had 
familiarity with principles of conversational pragmatics through course work in 
their graduate programs. One rater withdrew from the study after training but 
before viewing the videotapes; to avoid the delays inherent in recruiting and train-
ing a replacement, the study proceeded with two raters, and the researchers medi-
ated discrepancies between their responses.

4.3  �Procedure

Eight videotaped, 8–10 minute segments of conversations between preschool chil-
dren and adult examiners were viewed by adult raters. These video tapes were 
selected from archival data used for a previous study comparing grammatical 
development in children with SLI to that of children with typical language develop-
ment. The interactions took place in the context of a qualifying evaluation session 
to determine eligibility for participation in the prior study based on standardized 
testing and analysis of spontaneous speech production. Recordings of children 
with SLI were selected randomly from those judged to be of adequate quality for 
the purposes of this study; recordings of the control group were similarly selected 
and had already been age-matched to the experimental group for the previous 
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study. While the videotaped testing sessions lasted well over an hour, we selected 
a segment approximately ten minutes in length from each session to use in our 
study. Where possible, we selected interactions in which the focus was on eliciting 
spontaneous speech; however, in some of the sessions, this interaction lasted sig-
nificantly less than ten minutes. In those cases we included interaction involving 
standardized testing where the child and the adult both produced spontaneous 
utterances with reasonable frequency to allow analysis of their interactions. Four 
of the segments involved children with SLI; the others portrayed children of simi-
lar age with typically developing language. The two adult raters made judgments 
of each child’s adherence to or violation of specific rules of conversation. Raters 
were trained prior to viewing the videotapes to recognize the types of violations 
targeted by the study. Error judgments included (1) identifying a behavior as a 
violation; (2) assigning the violation to one of the categories based on Bishop and 
Adams (1989; see Appendix); and (3) describing in the rater’s own words why the 
behavior constituted a violation. To prevent inattention due to fatigue, raters were 
allowed to complete no more than two, one-hour sessions on a given day, with no 
less than 30 minutes between sessions.

A nonverbal turn was defined as any situation in which the child held the 
floor, whether through his/her own initiative or as a result of an adult behavior 
interpreted as granting the floor (such as a question or a comment followed by 
a pause). Thus, a nonverbal turn may have contained either the occurrence of a 
gesture or other kinesthetic response to an utterance by the experimenter (e.g. a 
change in eye gaze), or it may have contained no overt communicative act on the 
part of the child.

A violation was defined as a verbal or nonverbal turn identified by both rat-
ers as fitting into any of the categories in Bishop & Adams (1989, see Appendix). 
A total of 30 violations were identified in this way, and on 21 of these, the raters 
agreed on the category to which the violation belonged; for the nine violations 
which the two raters assigned to different categories, the experimenters con-
sulted the raters’ written comments, the transcripts, and the video recordings, and 
assigned the violation to the category judged to be the better fit.

4.4  �Results

The children in the control group produced 252 utterances (range: 47–79; 
mean: 63; SD: 16.83), a slightly higher number than the 237 produced by children 
in the experimental group (range: 31–100; mean: 59.25; SD: 31.24). Table 2 sum-
marizes the results for each group. The experimental group had a higher number 
of nonverbal turns than the control group (130 versus 83) and a higher number 
of combined verbal and nonverbal turns (367 versus 335). Consistent with their 
lower MLU, and as is to be expected in comparisons involving children with SLI 
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and their typically developing peers, the experimental group produced shorter 
utterances and employed simpler syntax than the control group.

The experimental group produced a total of 22 pragmatic errors (range: 2–11; 
mean: 5.5; SD: 4.04), while the control group produced 8 (range: 1–3; mean: 2; 
SD: 0.82). Errors were analyzed as a proportion of the total number of turns for 

Table 2.  Results of transcript analysis and rater responses

Experimental group

Child Ve
rb

al
 tu

rn
s

N
on

ve
rb

al
 tu

rn
s

To
ta

l t
ur

ns

U
tte

ra
nc

e 
to

 tu
rn

 
ra

tio

Er
ro

rs

Er
ro

r t
o 

ut
te

r-
an

ce
 ra

tio

Er
ro

r t
o 

tu
rn

 
ra

tio

A
du

lt 
U

tte
ra

nc
es

To
ta

l U
tte

ra
nc

es

EFSB 39 12 51 0.765 3 0.077 0.059 117 156
EMAG 100 26 126 0.794 11 0.110 0.087 242 342
EMCJ 67 51 118 0.568 6 0.090 0.051 326 393
EFLD 31 41 72 0.431 2 0.065 0.028 157 188

Total 237 130 367 0.646 22 0.093 0.060 842 1079
Mean 59.25 32.5 91.75 5.5 210.5 269.75
SD 31.24 17.1 36.11 4.04 92.98 115.52
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CMCS 76 37 113 0.673 1 0.013 0.009 273 349
CMEW 47 20 67 0.701 2 0.043 0.030 137 184
CMJPG 50 17 67 0.746 2 0.040 0.030 156 206
CMTJV 79 9 88 0.898 3 0.038 0.034 122 201

Total 252 83 335 0.752 8 0.032 0.024 688 940
Mean 63 20.75 83.75 2 172 235
SD 16.83 11.79 21.87 0.82 68.76 76.58

SLI Control

All violations 22 8
All turns 367 335
Proportion 0.060 0.024

p =  0.00565
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each group. Figure 1 and Table 3 summarize these results for each category. The 
proportion of errors to utterances for the experimental group was 0.060, compared 
to 0.024 for the control group. A one-tailed t-test confirmed the significance of this 
difference (p = .0056).

5.  �Discussion

5.1  �Violation categories and the maxims

Both groups committed the highest number of violations in the category of Viola-
tions of Exchange Structure (VES). Table 4 shows the number of violations com-
mitted by each child in each category and subcategory. Ten of the violations by 
the children with SLI fell into the VES category, and of these, eight were coded 

Figure 1.  Violations by group for each category, as a proportion of total conversational turns
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Table 3.  Violations by group for each category, as a proportion of total conversational turns

  SLI Control

VES 0.027 0.009
FCC 0.003 0.003
QTY 0.022 0.006
SIS 0.003 0.006
TCV 0.000 0.000
OTH 0.005 0.000

All categories 0.060 0.024
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as nil responses. Three violations by children in the control group were coded as 
VES, with two of these in the nil response subcategory. Quantity violations (QTY) 
were the second largest category, accounting for eight violations by the experi-
mental group and two by the control group. Seven of the eight quantity viola-
tions by children with SLI were in the subcategory of too little information, and 
only one involved too much information. Three of the remaining four categories 

Table 4.  Violations committed by individual children by subcategory
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EFSB 2 1 3
EMAG 2 2 1 3 1 1 1 11
EMCJ 3 2 1 6
EFLD 1       1                 2

Subtotal 8 2 0 1 7 1 1 0 0 0 0 0 2 22
Total 10 1 8 1 1 2

Control 1 (VES) 2 (FCC) 3 (QTY) 4 (SIS)
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(FCC, SIS, and OTH) accounted for a total of seven violations, with neither group 
committing more than two violations in any one of these categories; neither group 
committed any truth condition violations (TCV).

The six violation categories used in this study, which were based on those used 
by Bishop & Adams (1989), do not correspond exactly with the four Gricean max-
ims. The QTY and TCV categories do match well with the maxims of quantity and 
quality; the VES and FCC categories both seem a likely fit for the maxim of relation, 
in that they have to do with producing contingent responses to verbal and nonver-
bal contextual cues. The SIS category contains five subcategories; two of these, topic 
drift and unmarked topic shift, would probably best fit within the maxim of relation, 
while the remaining three seem to have more to do with manner.

It is interesting to note that all SIS violations identified in this study belonged 
to the first two subcategories. Furthermore, if we do consider these two subcatego-
ries of SIS, along with the VES and FCC categories, as representing the maxim of 
relation, then our results are consistent with those of Pellegrini et al. (1987) in that 
28 of the 30 violations in our study can be analyzed as falling under the maxims of 
relation (18) and quantity (10).

The two violations coded as OTH (other violation) were both committed by 
children in the experimental group. In one case, the child appeared to misunder-
stand the word small in the examiner’s previous utterance:

	 E:	 There’s not much room on this table, [child’s name].
		  This table is small.
	 C:	 Smell.
	 E:	 Smell?
	 C:	 Yeah.

This quite possibly could be coded as an FCC (maxim of relation) violation, in that 
both the examiner’s comment about lack of room and the syntactic structure in 
which the word small appears could have served as cues to the examiner’s meaning; 
however both raters coded it as OTH. In the other instance, the child answered a 
question about an animal by using an animal sound rather than naming the ani-
mal. One might code this response as a use of socially inappropriate style (SIS), or 
one might even argue that it was not inappropriate at all, in that the child answered 
the question posed by the examiner, albeit using a nonverbal modality; however, as 
both raters coded this response as a violation, it was treated as such in the analysis.

Of the 30 violations identified by both raters, nine (30%) were assigned to 
different categories by the two raters. Five such examples occurred with respect 
to violations by the experimental group, and four were found in responses to the 
control group. In these cases, we consulted the raters’ written comments, the tran-
scripts, and the video recordings, and assigned the violation to the category judged 
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to be the better fit. In seven of the nine cases involving a discrepancy, one of the 
raters characterized the child’s output as a QTY violation, while the other listed it 
as SIS (3), OTH (2), FCC (1), or VES (1). In five of these cases, the violation was 
ultimately designated as belonging to the QTY category; in one, it was assigned as 
FCC, and in one, VES. In the remaining two cases, one rater listed the violation as 
VES, while the other assigned it to either SIS or FCC. These violations were ulti-
mately assigned as SIS and FCC, respectively. Violations involving discrepancies 
in the raters’ characterizations were similar to the overall results, in that neither 
rater assigned them to violation categories corresponding to the maxims of qual-
ity (TCV) or manner (SIS c–e). In both cases where one rater used OTH, the rater 
wrote, “not sure what [the child] is talking about”. It was determined from the 
transcript that this was due to the lack of information in the child’s utterance, and 
did not represent confusion between quantity and quality, or between quantity 
and manner. Therefore, even in cases where the raters did not agree, it was clear 
that, consistent with the findings of Pellegrini et al. (1987) and with the rest of the 
data in this study, the children’s violations involved the maxims of quantity and 
relation, but not quality or manner.

5.2  �Conversational skills of a language impaired child with higher 
cognitive and language skills

One of the children with SLI, EFLD, produced an error to turn ratio of 0.028, sig-
nificantly lower than the other children in the experimental group and similar to 
that of the control group. This child had received extensive speech and language 
therapy and had demonstrated significant gains in her language ability, scoring 
within normal limits on several language tests and producing a higher MLU than 
the others in the experimental group. She also scored significantly higher than 
her peers with SLI on the Leiter International Performance Scale-Revised, a test of 
nonverbal cognitive ability (Roid & Miller 1997). She qualified as an experimental 
subject based on her history of SLI, the gap between her receptive and expressive 
language skills, and her low scores on measures of receptive single-word vocabu-
lary (PPVT-III) and grammatical morphology (SPELT). It would be premature 
to assume, based on our data, a causal relationship between EFLD’s strengths 
in intelligence and expressive and receptive language and what appears to be a 
greater command of conversational maxims relative to the others in her group. 
Furthermore, it would be inaccurate to suggest that EFLD’s pragmatic skills are 
similar to those of typically developing children. While her error to turn ratio 
better approximated that of the children in the control group, she produced the 
fewest verbal turns and the lowest utterance to turn ratio of any child in the study. 
Not surprisingly, then, her error to utterance ratio (0.065) was twice as high as that 
of the control group (mean = 0.032).
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5.3  �Quantifying and categorizing conversational violations 
by Children with SLI

Previous studies of social interaction skills of children with specific language impair-
ment examined access behaviors and success rates (Brinton, Fujiki, Spencer  & 
Robinson 1997; Craig & Washington 1993), and general measures of social skill 
and social achievement (Fujiki, Brinton & Todd 1996). Some experiments on chil-
dren with SLI (Johnson, Miller, Curtiss & Tallal 1993) and with typically develop-
ing children (Akhtar, Carpenter, and Tomasello 1996; Ferrier, Dunham & Dunham 
2000) were aimed at examining grammatical behaviors (i.e. ellipsis) in response to 
different types of questions presented by adult examiners.

This study differs from previous research in that we focused on quantifying 
and categorizing the violations committed by children with SLI using a framework 
similar to those used to analyze the conversational behaviors of children with other 
types of language disorders (Bishop & Adams 1989; Coulter 1998; Conti-Ramsden & 
Friel-Patti 1984) and with typically developing children (Pellegrini, Brody & 
Stoneman 1987). Our results suggest that the difficulty children with SLI experience 
in accessing social interactions (Brinton, Fujiki, Spencer & Robinson 1997; Craig & 
Washington 1993), and their poor performance on general measures of social skills 
and achievement (Fujiki, Brinton & Todd 1996), may be attributed to their diffi-
culty in adhering to the Gricean maxims of quantity and relation.

The tendency of children with SLI to produce more elliptical responses to 
questions as compared to their typically developing peers (Johnson, Miller, 
Curtiss & Tallal 1993) predicts that they will commit more violations of the maxim 
of quantity; indeed our findings show that the children with SLI in our study did 
produce more quantity violations, and that all but one of these violations involved 
offering too little information rather than too much. The conversation analysis 
approach we used also revealed that children with SLI produced more nil responses 
than their peers in the control group. Consistent with the analysis of Bishop & 
Adams (1989), our data include nil response as constituting a violation  of rela-
tion (Violation of Exchange Structure) rather than quantity. The inclusion of nil 
response as a violation is certainly appropriate in that conversations are full of 
contexts in which a response of some sort is obligatory. Including nil responses 
greatly influenced the results for both groups, as violations of this type accounted 
for eight of ten VES errors committed by children with SLI and two of three VES 
errors committed by children in the control group.

5.4  �Future directions

The purpose of this study was to serve as an initial project to help inform the 
direction of future research in this area. Our findings thus far support the 
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hypotheses that (1) proficiency in the maxims of quality and manner develops 
earlier than in those of quantity and relation, and (2) children with SLI display a 
greater frequency of violations with regard to the maxims of quantity and rela-
tion than do their age-matched peers. These findings bring to mind the sug-
gestions raised by earlier research on conversational behavior of children with 
language disorders. Conti-Ramsden & Friel-Patti (1984) suggested the analysis 
of mother-child dialogue be included as part of an assessment battery for lan-
guage impairment, since the child-directed speech of the mothers in their study 
was dissimilar to that used by mothers of non-disordered children. Damico & 
Oller (1980) found that teachers’ referrals for language services included fewer 
misses and false alarms when the teachers were trained to refer on the basis of 
pragmatics as compared to morphosyntax. Our results support the development 
of clinical diagnostic measures making use of conversational pragmatics to assist 
in the identification of children with SLI. The analysis we performed involved 
raters familiar with Gricean pragmatics, which seems more consistent with the 
type of analysis done by Conti-Ramsden & Friel-Patti (1984); however, it seems 
reasonable to expect that a checklist or rating system could be developed for use 
by teachers and caregivers as an initial identification process, as suggested by 
Damico & Oller (1980).

To develop such a measure, it is necessary to collect further data. In this study, we 
included a small number of subjects, four with SLI and four age-matched controls. 
This small sample size limits reliability and the development of norms. However, 
the significant difference in frequency of violations between the two groups does 
suggest that further research with a larger sample would be appropriate.

While our study confirms that children with SLI exhibit lower competence 
compared to their typically developing peers, we did not include younger, language-
matched control subjects, and therefore cannot predict how children with SLI will 
compare to this population. The difficulty exhibited by the children with SLI rela-
tive to their typically developing age mates supports the position that conversa-
tional competence cannot be accounted for by cognitive maturity alone, and that 
linguistic development plays a significant role. Exactly what that role is, however, 
remains uncertain. One possibility is that development of conversational compe-
tence is by nature similar to the development of grammatical competence, and that 
the two therefore develop parallel to one another. The variation in age of mastery 
among the maxims would reflect the uneven development of linguistic skills such 
as morphosyntax (see Brown 1973). An alternate explanation is that conversational 
competence is primarily cognitive in nature, but that compliance with the maxims,  
particularly those of quantity and relation, requires a level of grammatical sophisti-
cation that preschool-aged children with SLI have not attained. A pattern of results 
showing violations similar in number and type between children with SLI and 
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younger control subjects with typically developing language skills would support 
the former explanation. Performance by children with SLI that shows greater con-
versational competence than younger, language-matched controls, but below that 
of their more language-proficient age mates, would support the latter. The inclu-
sion of a second control group, comprised of younger typically developing children 
with language ability similar to that of the children with SLI but a lower level of 
cognitive maturity, could shed light on this question.

The use of archival data for our study had a number of beneficial effects, 
including speed and convenience of data collection and the guarantee that the 
children and adults on the video recordings were naïve to the research questions 
we were asking. A disadvantage of this approach is that we had no control over the 
quality of the recordings, the camera angles, the tasks chosen in which the chil-
dren engaged, or the materials used in the sessions. Further research will therefore 
involve more control over the tasks, materials, and recording, and will not make 
use of archival data.

Our use of the categorization scheme developed by Bishop & Adams (1989) 
also presented both advantages and disadvantages. On the one hand, it enabled us 
to present the raters with consistent and detailed criteria for identifying violations, 
including examples of each type of violation. On the negative side, while certainly 
more detailed than Grice’s (1975) four maxims, the Bishop & Adams (1989) cat-
egories are not without their areas of vagueness and ambiguity. The two raters in 
this study disagreed on categorization in nine of the 30 cases where both identified 
a violation, a 30 percent disagreement rate. Eight of these nine violations involved 
SIS, QTY, or both; this suggests that perhaps these two categories require more 
effective definition than the raters were provided.

The use of adult raters in itself also raises a number of methodological con-
siderations, which should be considered here. First, adults will obviously tend to 
judge a conversation according to adult criteria, which may not correspond to 
what is normal and typical in child discourse. Rather than trying to train our rat-
ers to judge according to what is normal for preschoolers, we instructed them to 
judge according to adult standards. We recognized that this would likely result in 
violations being identified in the conversations of the control group (and indeed 
this was the case – the raters identified eight violations committed by the typically 
developing children), but we felt that this disadvantage would be offset by greater 
consistency in the raters’ judgments.

We also anticipated that the adult raters’ own criteria for judging an utter-
ance as inappropriate would be influenced by the fact that they were being paid 
to identify violations. We predicted that this might lead the raters to over-identify 
violations in the conversations of both groups; to correct for this, we analyzed only 
those cases where both raters identified a violation.
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Finally, we began our analysis of the data with no a priori assumptions about 
which of the maxims, if any, would be violated the most. Given that none of the 
children in the study violated the maxims of quality or manner, future research 
will focus on the maxims of quantity and relation, which were violated by both 
groups, but with greater frequency by the children with SLI. It may be possible to 
implement tasks that specifically elicit application of these two maxims, resulting in 
a greater density of data than may be expected through spontaneous conversation. 
Such tasks may be used in addition to, or instead of, spontaneous conversation.

6.  �Summary

This study examined the ability of preschool children with specific language 
impairment (SLI), whose cognitive development was within normal limits, but 
whose language development lagged behind that of their peers. Two adult raters 
viewed videotapes of spontaneous, one-on-one conversations between four children 
with SLI and adult examiners, compared with similar conversations involving four 
typically-developing children of similar age. The raters identified occurrences of 
what they judged to be violations of conversational rules and assigned each viola-
tion to a category based on a system developed by Bishop & Adams (1989).

The children with SLI produced a significantly higher frequency of violations 
than their peers in the control group. All but two of the violations identified by 
the adult raters can be analyzed as falling under Grice’s maxims of relation and 
quantity, consistent with results of earlier studies of younger, typically-developing 
children (Pellegrini et al. 1987). If children with SLI display a pattern of violations 
similar to that of younger, typically developing children of similar linguistic abil-
ity, it stands to reason that compliance with the maxims of relation and quantity 
are strongly linked to language development. We conclude that the development 
of conversational competence in children cannot be explained in terms of cogni-
tive maturity alone; compliance with Grice’s maxims appears to develop, at least 
in part, in connection with the development of grammatical competence.
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Appendix

Categories of violations, based on Bishop & Adams (1989).

1.	 Violation of exchange structure (VES)
	 a.	 Nil response
	 b.	 Ignoring an initiation while remaining on topic
2.	 Failure to use context in comprehension (FCC)
	 a.	 Overliteral interpretation
	 b.	 Disregarding context set in prior turns
3.	 Quantity violation (QTY)
	 a.	 Too little information
		  i.	 Inappropriate presupposition (‘pseudo-ellipsis’):
		  ii.	 Unestablished referent
		  iii.	 Logical step omitted
	 b.	 Too much information
		  i.	 Unnecessary assertion or denial
		  ii.	 Excessive elaboration
		  iii.	 Unnecessary reiteration
		  vi.	 Ellipsis expected but not used
4.	 Unusual or socially inappropriate content/style (SIS)
	 a.	 Topic drift
	 b.	 Unmarked topic shift
	 c.	 Stereotyped “learned” language
	 d.	 Inappropriate questioning
	 e.	 Socially inappropriate remarks
5.	 Truth Condition Violation (TCV): deliberate attempt to mislead or deceive.
6.	 Other violation (OTH)



The impact of literal meaning on what-is-said

Frank Liedtke
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Whithin the Gricean tradition, the question which stratum of an utterance one 
would intuitively judge as what-is-said (and what not) has been debated intensely. 
Several experimental approaches have been developed which are reported here. 
In addition, a study with examples in German has been performed. One result of 
the study is that the literal meaning of the utterance has a strong impact upon the 
tendency to judge something as what-is-said, thus it does not seem to be equal 
whether the suggested level of what-is-said is close to its literal meaning – the 
results of the studies are stronger in this case.

1.  �Contextualism: The state of the debate

Following the traditional, Gricean account of utterance-meaning (s. Grice 1989a,b), 
there are two aspects of an utterance which are relevant for grasping what the 
speaker has communicated: the conventional meaning of the word(s)/sentences 
uttered (what is said) and the conversational implicature(s) (what is implicated). 
Within this account however, saying is not restricted to conventional semantic 
aspects alone, but contains pragmatic ingredients too. These components enable 
the addressees to specify the reference, the resolution of indexicals and the disam-
biguation of ambiguous expressions, and together they constitute the pragmatic 
saturation of what-is-said.

Thus, in an utterance like

	 (1)	 I am an artist

we have the conventional meaning of the words (1) (reference to the speaker), am 
(copula), an (indefinite determiner) artist (noun, person creating art or music …) 
and their syntactic linkage. Besides this, one has to fix the reference of the indexi-
cal expression (1) and to narrow down the vague expression artist to the sense of, 
e.g. musician in order to arrive at a full proposition. In a third step, one has to work 
out the conversational implicature, for example if the utterance is an answer to the 
question in the following dialogue:

	 (2)	 A: Do you like the music of Richard Clayderman? – B: I am an artist.
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In this case by exploiting the maxim of relevance, the conversational implicature 
is: +> No. This reading of the uttered sentence however does not correspond to 
anything that actually has been said. There are no elements which are indicating 
this reading. So far, this is the Gricean picture of what-is-said.

Since the eighties of the last century, the problems and deficiencies of this 
account have been under debate (cf. Searle 1979a; Sperber & Wilson 1986). Not 
only reference assignment and disambiguation, which are triggered “bottom up” 
via the use of e.g. indexical expressions, but also further information is held to 
be undispensible for determining a representation of what-is-said by an utter-
ance. Typically this information is added “top down” to what has been overtly 
expressed. In spite of its seemingly non-literal character, it is treated as having 
been communicated or said by the speaker. This second type of pragmatic intru-
sion is called free enrichment by Récanati (2004) or pre-semantic pragmatics by 
Levinson (2000).

Consider the following example:

	 (3)	 John turned the switch and the motor started.� (cf. Levinson 2000: 38)

The fact that the starting of the motor happened after John’s turning the switch, 
that the former is causally responsible for the latter etc. is treated by some authors 
as a communicative stratum which is part of or very close to what-is-said. The 
position which consists in claiming that not only saturation, but also free enrich-
ment plays a constitutive role in building up an instance of what-is-said, is called 
the contextualist position, and it is held roughly e.g. by F. Récanati, who labels this 
a primary pragmatic process. Others like Levinson introduce a separate layer of 
meaning, called utterance-type-meaning, which is different from the conventional 
meaning of the sentence on the one side and particularized conversational impli-
catures on the other. It is the level of generalized conversational implicatures, “a 
level of systematic pragmatic inference based … on general expectations about 
how language is normally used.” (Levinson 2000: 22) Another group of pragma-
tists assumes a third layer too, located between conventional sentence meaning 
on the one hand and particularized conversational implicatures on the other, but 
they don’t share Levinson’s assumption concerning its nature. They too claim that 
the process of free enrichment is inferential in nature, but that it is not an impli-
cature. Thus, D. Sperber and D. Wilson introduce the notion of explicature, which 
concerns the development of the logical form of an utterance, i.e. all enrichments 
of semantic representations necessary to achieve informational content to count 
as conversational contribution (Sperber & Wilson 1986). K. Bach coined the term 
impliciture in order to account for completions and expansions of the semantic 
content of an utterance (s. Bach 1994). In Bach’s approach, what-is-said is restricted 
to the semantic representation of the sentence plus reference resolution, without 
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even reaching the level of a full proposition. For a synoptic representation of these 
different accounts up to 2000 see the scheme in Levinson (2000: 195).

In contrast to these inferential approaches, which implement inferences into 
the architecture of the standardized, but not conventionalized layer of utterance-
meaning, F. Récanati holds that these processes are associative in nature, not infer-
ential, and that they arise locally, incrementally in the course of the production 
of an utterance (cf. Récanati 2004). He is the most ambitious thinker in this area, 
insofar as he includes many things into what-is-said which other authors would 
refrain from categorizing on this level. Beneath sentence meaning, what-is-said 
includes so called primary pragmatic processes, which are – as we have seen – 
composed of two parts: saturation on the one hand, which is triggered by some 
expression in the utterance and which is therefore a mandatory process in prop-
osition-building, and further optional processes such as free enrichment, which 
are not triggered and therefore non-mandatory for proposition-building. Accord-
ing to Récanati, enrichment is a sort of process which constitutes what-is-said in 
a straightforward manner: nothing has been said without enrichments, at least 
in most cases. Just to have an impression of the realm comprising enrichments 
some examples may be given. First there are processes Levinson called conjunc-
tion buttressing, like the one in (3), which Récanati rubrifies under the species of 
what-is-said, contrary to most other accounts including Levinson who files this 
case under generalized conversational implicatures, thus classifying it as opposed 
to what-is-said. Récanati doesn’t allow any inferences here, although he concedes 
that there is a non-minimal departure from sentence-meaning in this and similar 
cases. As addressees of utterances like (3), we arrive directly at an interpretation, 
“as a result of the interaction of the t-literal meaning [= type-literal meaning, F.L.] 
of the words (and constructions), salient features of the speech situation, expec-
tations created by the discourse, schemata stored in memory and evoked by the 
words, and so on.” (Récanati 2004: 73).

Moreover, there are cases that are traditionally counted as indirectness or 
irony, which Récanati equally subsumes under the heading of primary pragmatic 
processes, i.e. what-is-said. So

	 (4)	 John is a fine friend

uttered in a situation in which the opposite is obviously the case creates a primary 
reading such as: John isn’t honest as part of what-is-said. (cf. Récanati 2004: 77) 
Récanati relies on the fact that the act of asserting (4) is staged or simulated rather 
than actually performed. Within the layer of primary pragmatic processes one has 
to discern two subparts or -layers, that of the surface speech act which the speaker 
pretends to perform, and the ironical act of staging the performance of that act. 
This layering characterizes staged communicative acts.
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The strategy of including irony and other forms of verbal behaviour like 
sarcasm, teasing, overstatement and understatement into the area of what-is-said 
is radical, and it is shared by no other authors except Récanati. In one way or 
another, this reflects our linguistic intuition, that it is “the message” of the utter-
ance which counts as being said, which is obviously the ironical and not the literal 
reading of (4). Similar considerations may be the reason behind Searle’s choice 
to call the indirect speech act the primary one, the literal speech act the second-
ary one (cf. Searle 1979b). Nevertheless, there might be some doubts about those 
cases, because it is not the notion of an illocution, but the notion of what-is-said 
that is under discussion, and this is more or less the propositional/locutionary 
layer of the speech act.

After all, the idea of delimiting the notion of what-is-said at all may be 
doubted fundamentally. So, in order to define the middle ground between sen-
tence meaning and particularized conversational implicatures, Levinson pleads 
for another strategy. He holds that all terminological efforts to delimit what-is-said 
against what-is-unsaid are fruitless because they create more problems than they 
solve. Our pretheoretic notion of what-is-said is mainly dependent on the mode 
of talk. Levinson refers to cross-examinations in court, where everything which 
the speaker has not said literally is routinely queried. He claims that there is no 
consistent way of cutting up the semiotic pie such that what-is-said excludes what 
is implicated. Rather one has to define “the types of content by the processes that 
yield them and the important semantical properties they have (e.g. default pre-
sumption, defeasability under distinct conditions)” (Levinson 2000: 198). In one 
word, one has to distinguish monotonic from nonmonotonic reasoning.

For reasons of space, I cannot further elaborate the arguments of this con-
troversy. But it should be clear that a consistent theory of different layers of the 
significance of an utterance has to respect the different nature of cognitive pro-
cesses which govern semantic interpretation on the one hand and pragmatic rea-
soning on the other. Nevertheless, the protagonists (and antagonists) of the debate 
seem to operate on different levels. Looking for intuitions concerning the limits 
of what-is-said and elaborating conceptual tools for the description of the differ-
ent types of reasoning processes do not seem to conflict necessarily, rather they 
might “cooperate” in search for an adequate account of layer-specific aspects of 
meaning. In addition to that, pragmatic intuitions about exemplary utterances 
might be backed by an experimental account that might strenghthen the evidence 
of certain claims about the limits of what-is-said (or the bare legitimity of questions 
about these limits).

Thus, in a first shot, one can change the style of argumentation and look for 
intuitions of language-users who are faced with sentence-tokens of a certain type. 
The idea behind this is that normal language-users are – and should be – able 
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to distinguish between what has been explicitly communicated (“said”) and what 
has not, because a decision about this is immediately relevant for the communi-
cative status of the utterance in question. In short, what-is-said counts as some-
thing what speakers are obliged to, it is a normative aspect of meaning. What is 
implicated is something that has been calculated on the side of the addressee, not 
something that speakers can be held responsible for alone (cf. Kriempardis 2002). 
This means that speaker-obligations are minor to an extent in which the part of 
the “said” is smaller – and the speaker’s responsibility is stronger to an extent in 
which the weight of the “said” is stronger. If this is the case, meaning-intuitions 
have an important impact on the way communicative enterprises are going on, on 
the extent to which they succeed or don’t succeed. One condition for successful 
communication is certainly that speaker and addressee are in concord about the 
status of the utterances performed: is it something which is intended to be said or 
something which is intended to be implicated? Much controvery and bargaining 
is going on in everyday conversation concerning this point, and a good intuition is 
critical not only for consensual, but also for conflictive language-use.

2.  �Experimental approaches

2.1  �Noveck and Sperber

Following Noveck & Sperber (2007), a further reason in favour of an empirical 
approach is a methodological one. As they point out, semantic intuitions “are not 
just about semantic facts; they are semantic facts themselves.” (Noveck & Sperber 
2007: 185) The intuition that (a) “John knows that it is raining” entails (b) “It is 
raining” is, so they argue, not about some semantic property that this sentence has 
regardless of its accessibility to speakers’ and addressees. The meaning of (a) consists 
in the fact that it is intuitively understood as entailing (b) (ibd.). Compared with 
semantic intuitions, we could say that pragmatic intuitions are those “that addressees 
have about the intended meaning of an utterance addressed to them.” (ibd.) They 
are able to assign irony to an utterance like (c) “Carl is a fine friend” if it is uttered 
towards them in a specific setting in which the contrary of (c) is obviously true.

At this point, Noveck & Sperber (2007) argue as follows: The typical scenario 
of a pragmatic example doesn’t consist of an utterance directed towards its reader, 
but it contains different persons, who are communicating with each other. The 
author of these settings is not part of the cast, and the reader of the example intro-
duced into an article isn’t either. For Noveck and Sperber pragmatic intuitions “are 
not about how an utterance is interpreted, but about how an utterance would be 
interpreted if it were produced in a specific situation. … These intuitions … are 



	 Frank Liedtke

not themselves pragmatic facts and they may well be in error.” (Noveck & 
Sperber 2007: 186).

Of course, Noveck and Sperber point to a specific property of pragmatic 
settings, because they figure more as an invented scene in which S and A are 
interacting, and in the course of the construction of such a scene idiosyncratic 
opinions of the creator of it may interfere with common sense intuitions. More-
over, the elements of the context which constitute the interactional setting of an 
utterance-token are not part of the pragmatic competence of the speaker and 
hence may not be subject to his/her intuitions. But the relation of utterance-types 
to types of contexts forms indeed an essential part of the speaker’s pragmatic 
competence and it is consequently subject to his/her intuitions. Knowledge of 
the kind of relation between utterance and context is comparable to the know
ledge of semantic conventions governing linguistic expressions. These too, by the 
way, contain relations between types of states-of-affairs and types of expressions, 
requiring more often than not contextual assumptions.

On the other hand, a great deal of properties which are ascribed to semantic 
intuitions by Noveck and Sperber are related to pragmatic intuitions as well. The 
figures are not acting autonomously, but are determined by the decisions of the 
writer, who is involved in them. He makes them speak, and he would not admit 
anything contrary to his intuitions. Hence the semantic and the pragmatic case are 
not fundamentally different from each other, the latter being a case of fictional utter-
ance. Of course, pragmatic intuitions should be checked empirically, because – as 
was mentioned – they might be idiosyncratic up to a point, a fortiori in the case 
of utterances with a sparse context. But this is a risk to which all sorts of linguistic  
intuitions are exposed, pragmatic, semantic and even syntactic ones. Conse-
quently, one may consider pragmatic intuitions as pragmatic facts in a similar way 
as one may consider semantic intuitions as semantic facts.

2.2  �Gibbs and Moise

Prior to Noveck & Sperber’s studies, since the late nineties, several approaches 
to experimental pragmatics have been developed, e.g. by Gibbs & Moise (1997)1 
and Gibbs (2004). Following Gibbs & Moise (1997), enriched pragmatic informa-
tion “similar to that used in inferring conversational implicatures may very well 
come into play as part of how people determine what speakers say, or what is said.” 
(Gibbs & Moise 1997: 54) Against Grice’s implicature hypothesis, as they call it, 
claiming that only some aspects of our understanding of what a speaker says are 

.  See Nicolle & Clark (1999) and Gibbs (1999) for discussion. See also their contributions 
in Noveck & Sperber (2005).
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influenced by pragmatics, they vote for the independence hypothesis advanced by  
R. Carston (1988) – who holds that implicatures have to be functionally independent 
of what-is-said (in the sense that they must not entail and must not be entailed 
by what-is-said). On the other hand, they argue for the availability hypothesis by 
Récanati (1989) – who holds that both what-is-said and conversational implica-
tures are consciously available to the speaker, in contrast to sentence meaning. If 
this kind of availability is given, then a speaker-hearer should consciously recognize 
the difference between his understanding of what-is-said and what-is-implicated 
(s. Gibbs & Moise 1997: 55). In performing four experiments, Gibbs and Moise 
examined how ordinary people determine what speakers say as opposed to what 
they implicate. In doing so, they focused on “indicative utterances that Grice 
referred to as generalized conversational implicatures” (Gibbs & Moise 1997: 56).

A first study was devoted to the question whether the participants of the 
experiment (thirty undergraduate students) included pragmatic enrichments 
into their notion of what-is-said or whether they relied upon the bare sentence-
meaning of the utterance. Five groups of sentences had been presented to them, 
each accompanied by two paraphrases, one referring to what is traditionally 
seen as sentence meaning, the other referring to what is called a generalized 
conversational implicature.

	 Being faced with the utterance.
	 (5)	 Jane has three children
participants had to choose between the paraphrases
		  a.	 Jane has at least three children, but may have more.
		  b.	 Jane has exactly three children, but no more than three.  
� (s. Gibbs & Moise 1997: Appendix B, 70)

These paraphrases represent the minimal interpretation (a) vs. the enriched inter-
pretation (b) respectively. In this and other cases the majority of the participants 
(means 84%) chose the enriched interpretation of utterance (5) as what was said, 
which was expected by the authors. The remaining three experiments served to 
sharpen the distinction between the minimal interpretation and the enriched one 
on the one hand, the distinction between the enriched interpretation of what-is-said 
and the conversational implicature on the other. The purpose of the second exper-
iment was to investigate whether it is possible to train people to recognize the dis-
tinction between the minimal and the enriched interpretation of what-is-said, and 
then to measure the amount to which they would chose the minimal paraphrase 
as something what-is-said. But even in this case, the participants voted for the 
enriched paraphrase as candidate for what-is-said (means 80%). The third experi-
ment tested whether the participants were able to distinguish between enriched 
interpretations of what-is-said and implicatures. Thus the same set of sentences 



	 Frank Liedtke

was given to them at the end of short stories which provided a small context. The 
(particularized conversational) implicature in question was

	 (5)	 c.	 Jane is already married.

(c) was given to the participants as one alternative paraphrase together with the 
enriched version (b). Even in this setting, which provided a certain drift towards 
an implicature-reading of the cited utterance, the participants chose the enriched 
interpretation as that one which had been said, and not the implicature-driven 
interpretation (mean 86%).

The result shows that the participants did not choose the richest interpretation 
of an utterance available – this being the implicature, but that they chose the level 
of enriched interpretation as what-is-said even in a context strongly suggesting an 
implicature-based reading of the whole utterance.

In the fourth experiment Gibbs & Moise tested whether one could construe 
contexts in which minimal readings of uttered sentences can gain the status of 
what-is-said. In this case the items contained e.g. cardinals which had to be read 
as “at least x and possibly more”, which corresponds to the minimal interpretation 
of their use. In this case (only) the participants voted for the minimal reading as 
what-is-said and not for the enriched one (means 90%). This result shows “that in 
some cases people understand what speakers say as conveying minimal, and not 
enriched, pragmatic meaning.” (Gibbs & Moise 1997: 65).

As a general finding, Gibbs and Moise hold that (contrary to the Gricean view) 
many aspects of enriched meaning are not to be rubrified under conversational 
implicatures but figure as a part of the speaker’s and hearer’s understanding of 
what-is-said. Thus they see the results of their experiments as supporting the claim 
that pragmatic inferences strongly influence our understanding of what-is-said. 
With these findings they laid the foundation-stone for experimental approaches 
in pragmatics and confirmed part of the results of Sperber and Wilson’s approach 
to relevance-theory, especially their claim that inferential processes play a central 
role in processing explicit utterance-meaning (Sperber & Wilson 1986).

2.3  �Nicolle and Clark

However, the results of the experiments have been challenged by Nicolle & Clark 
(1999), who raise some principled objections against the method and the mate-
rial of the tests. First they deny that sentences containing cardinals, quantifiers 
and expressions denoting a time-distance do express a minimal proposition at 
all. As Carston (1988) puts it, uttered sentences like (5) need to be pragmatically 
enriched before they may express a proposition at all. From this in turn follows 
that both readings (“at least three children” and “exactly three children”) have to 



	 The impact of literal meaning on what-is-said	 

be conceived as the result of pragmatic enrichment.2 The same holds for quanti-
fiers like everyone, which require pragmatic enrichment in order to determine the 
domain to which they apply, and for time-distance expressions like some time, 
who may have been lexicalized in the sense of “considerably”. Thus the examples 
of the first experiment of Gibbs & Moise (1997) would not contain paraphrases 
of minimal propositions and consequently, the alternative “minimal vs. enriched” 
would be void in this case.

The second objection aims at the analysis of inalienable possession-sentences, 
which in most cases do not give rise to the enriched interpretation being indicated. 
Indeed it is not plausible that utterances like “He was walking a dog yesterday” or 
“She was weeding in a garden” should express inalienable possession such as “He 
broke a finger yesterday.” This might explain the results of the tests by Gibbs & 
Moise (1997), which amount only to 57% for enriched choices in the first and 59% 
in the second experiment. The authors themselves admit in a footnote that non-
possession in the dog and garden cases could be the reason for these unfamiliar 
results (s. Gibbs & Moise 1997: 59). Indeed the treatment of this type of posses-
sion-sentences in the context of Gibbs and Moise’s argument is surprising, bearing 
in mind that the Gricean analysis of the use of determiners like “a” pointed to the 
contrary, i.e. the rise of a non-possession reading via a generalized conversational 
implicature (Grice 1989 a,b). Of course one may argue that in the given examples 
a possession-reading is expectable because as a rule one walks his own dog and 
weeds in his own garden. But this is by no means self-evident, considering that 
non-possessed dogs may be walked and non-possessed gardens may be weeded.

The third and main objection of Nicolle and Clark is that it is not clear whether 
the participants chose between the enriched reading and the conversational impli-
cature (as was stated in experiment 3, s. Gibbs & Moise 1997: 62), or whether they 
chose the reading which was the most plausible depending on the number of 
contextual effects in the sense of relevance-theory (s. Nicolle & Clark 1999: 345). 
Within their own experimental approach, they formulate the hypothesis that the 
participants will choose an implicature as preferred reading if it achieves the same 
set of cognitive effects as the original utterance, given the same set of contextual 
assumptions – which is opposed to the hypothesis of Gibbs & Moise (1997), claiming 
that people do not select an implicature in preference of an enriched explicature 
as something what-is-said.

.  With this argument, she anticipates the distinction between two processes within the 
domain of what-is-said which has been drawn by Récanati (2004), i.e. saturation (necessary 
for propositionality) and free enrichment.
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In their experiments, Nicolle & Clark demonstrate that the implicature-based 
interpretation for what-is-said may well be chosen in the case of a suitable context. 
The first experiment corresponds to the third experiment of Gibbs & Moise, but 
additionally ten further stimuli have been presented in such a way that implicature-
based paraphrases were strongly suggested (Nicolle & Clark 1999: 346). Beneath 
the question what was said or what the speaker’s words meant, participants had been 
asked what the speaker wanted to communicate (Nicolle & Clark 1999: 346). Under 
all three conditions, people chose the implicature as the best paraphrase (mean 
79%). Even under conditions in which people were given paraphrases beginning 
with “”S said that …” on all levels (minimal, enriched, implicature plus one false 
paraphrase) – this was the design of the second study – they voted for implicatures 
in four of six sentence types (except the false paraphrase which has been rejected). 
In the third experiment, the participants were instructed to distinguish between 
the technical usages of the phrases “what-is-said” and “what-is-communicated” 
(in the sense of “corresponding to the meaning of the words” and “going beyond 
the meaning of the words”). After this instruction, the participants were able to 
assign the paraphrases in line with their instructions, i.e. they identified enriched 
meanings as what-is-said (mean 87%) and implicatures as what-is-communicated 
(s. Nicolle & Clark 1999: 349). This indeed shows that the participants were able to 
distinguish between the levels of analysis of the utterances in question, but that the  
choices made in everyday-contexts vastly ignored the limits of saying and implicat-
ing. The consequences Nicolle & Clark are drawing are critical for the design of 
experimental settings, especially concerning the choice of example utterances and 
the relation between the predicted and the factual results of the studies.

Thus the authors suggest that the significant difference between their own 
studies and those of Gibbs & Moise results at least in part from the degree of 
determination of the implicature-based paraphrases. If the utterances presented to 
the participants were connected with a range of possible implicatures, then enrich-
ments were chosen as preferred interpretations of what-is-said (e.g. (5b) “Jane has 
exactly three children …”). The set of possible implicatures (“Jane is married”, “You 
should like children”, …) is indeterminate and is therefore not suited for being 
treated as what-is-said. If, as in the examples of Nicolle & Clark (1999), the impli-
cature is relatively determinate, then this is the first choice for what-is-said. This 
is plausible, because in a setting in which the question arises whether there are 
enough footballs for two playing teams, the answer

	 (6)	 Billy’s got two footballs
	 is more relevant with the interpretation
	 c.	 There are enough footballs to play two matches (i.e. the implicature)
	 as with
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	 b.	 Billy has exactly two footballs (enrichment)
	 or as
	 a.	 Billy has two footballs and possibly more (sentence meaning).  
� (s. Nicolle & Clark 1997: 351)

The authors follow from this that subjects do not focus their attention upon the 
meaning of the word said in the context of the experimental studies, but that 
they “try to work out the overall communicative intention behind the utterance” 
(Nicolle & Clark 1997: 351). This might explain the difference in the outcomes of 
the studies of Gibbs & Moise and Nicolle & Clark.

2.4  �The status of implicatures

The discussion between Gibbs & Moise (1997) and Nicolle & Clark (1999) – which is 
followed by Gibbs (1999) – points to important aspects of experimental approaches 
to pragmatics in general and the difference between layers of utterance-meaning in 
particular. A general conclusion one may draw from the results is that the context 
in which the utterances are given is crucial for possible assessments of the par-
ticipants about what-is-said. Generalizing the debate reported so far, one may say 
that the reading which has the highest degree of obligation for the speaker is the 
one which has been chosen as what-is-said. If it becomes apparent (in example 
(6)) that one of the footballs Billy has is not suited for playing, the speaker will be 
charged for having mislead his audience. This is an argument for (c) as the preferred 
reading and not for, e.g. (a). If, in example (5), Jane is not married, this may not lead 
to the same consequences for the speaker, since there may be other reasons which may 
turn out to be relevant for the shy guy who is interested in dating with her. This may 
be an argument for (b) as the preferred reading in this case. Despite the difficulties of 
operationalizing this criterion, it seems to be the one which guides the decisions of 
the interlocutors when they are calculating what has been said with an utterance – in 
contrast to what has merely been communicated or implicated.

Despite this, one should bear in mind that implicatures as they are defined 
by Grice do have an essential character of indeterminacy, and that’s why they are 
chosen in the cases which are illustrated in the Gricean examples. If they are built 
in the domain of what-is-said by an utterance, this indeterminacy is no longer 
preserved. This means that Nicolle and Clark are advocating another notion of 
implicature, different from that defined by H.P. Grice (s. 1989a,b).

In his reply to Nicolle & Clark, Gibbs argues that the decisive criterion of the 
authors, that of contextual effects, has not been defined independently, so that their 
approach is simply unfalsifiable (Gibbs 1999: 357). The hypothesis concerning the 
identity of contextual effects would explain the performance of the participants, 
no matter what they actually did. Thus, as Gibbs holds, the relevance-theoretic 
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approach as it has been fostered by Nicolle & Clark is not suited for experimental 
studies like those performed by Gibbs & Moise (1997).

In addition, there is another conjecture which can be made, concerning the 
notion of intended contextual effect. If this notion is being defined in terms of con-
versational implicatures, then there is a strong tie between the nature of intended 
contextual effects and the interpretation of utterances with respect to what-is-said. 
The reason why in some cases preferred readings are implicatures is not that 
they have (a certain amount of) contextual effects. Rather, the reason why they 
figure as intended contextual effects is that they are implicatures. That is, at least 
in part the results of the study are a confirmation of the decision token in advance 
to define readings resulting from contextual reasoning as implicatures. This does 
not destroy the value of the experiments as a whole, but it is nevertheless a factor 
which influences some of their results.

It is worth noting that Nicolle & Clark too are based on the paradigm of rel-
evance theory. In another respect, Gibbs seems to have reacted on the critique 
of Nicolle & Clark (1999) in that he has taken into account the context delivered 
to the participants in more recent studies. In (2004), Gibbs reports of a series of 
experiments aiming at recovering the speed with which people understand expres-
sions. In one case, speakers’ communicative intentions had to be associated with 
what-is-said, in another the communicative intentions had to be recovered by 
conversational implicatures. In this case, the same utterance was presented with a 
narrative background which suggested only a pragmatically enriched meaning, and 
with another narrative background which suggested a reading as conversational 
implicature. The critical utterance was.
	 (7)	 I drive a sports utility vehicle.

In one case (suggesting what-is-said), (7) was the response to a question posed by a 
friend of the utterer, who wanted to by a new car and was not sure which one to buy. In 
the other case, (7) was a kind of assertion that the vehicle is a good one to drive facing 
the danger of an upcoming storm in the area in which a trip is planned. The intended 
implicature in this case is that sports utility vehicles are suitable for making such a trip. 
The result of the study was that participants needed significantly less time to compre-
hend utterances in which “what speakers mean is identical to what they pragmati-
cally say than to understand messages in which what speakers say underdetermines 
what they mean” (Gibbs 2004: 66) – that is in the case of implicatural reasoning.

3.  �The method of the study

In order to catch the pragmatic intuitions of language-users about the limits of 
what-is-said, an experimental design has been chosen by presenting German 
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sentence tokens to native speakers of German with the aim of testing their 
intuitions. Thus, some of the standard examples in the literature have been pre-
sented to 42 undergraduate students which had not been trained in pragmatics 
before. They have been asked to judge whether the given paraphrases were part 
of what is said or whether it would be part of what is intimated, or whether it 
cannot be accepted at all as a paraphrase of the given utterance. The division 
between what-is-said and what-is-implicated is one of the best established in 
the pragmatic literature, but the terminology is not very common in everyday 
language use, in particular the notion of an implicature. For this reason an 
instruction was given to the participants to the effect that sometimes speakers/
hearers distinguish between what they explicitly say on the one hand and what 
they intimate (was sie andeuten) or give to understand (was sie zu verstehen geben) 
on the other, and that their task consisted in assessing the given paraphrases 
as to their communicative status, i.e. as something what is said or intimated. 
Of course there are other candidates for the “translation” of ‘implicature’ into 
normal language use, but the option which had been chosen does not exclude 
any important reading of the given utterances. In most cases of the given exam-
ples we would say that the message communicated by an implicature is one to 
which the predicate in question (das Angedeutete) is applicable. But of course 
language specific expressions for an inference based meaning component may 
and should be tested additionally. This however cannot be achieved within the 
realm of this study.

In the study performed, two paraphrases had been offered to the participants 
and they had been asked to assign one of the communicative statuses to them. This 
study contained examples with temporal or local relations on the one hand and 
the use of quantifiers in connection with scalar implicatures on the other. In the 
latter case it seemed to be important to test e.g. the “at least three” or the “exactly 
three”-version of the use of the number in question – bearing in mind Carston’s 
(1988) claim that there is no minimal meaning for quantifiers. The idea behind this 
was that these two readings could be weighed against each other with regard to the 
tendency of the participants to classify them as said or implicated.

The experiment contained the following 8 items. They were of the type:
(Möchtest du etwas essen?) Nein danke, ich habe schon gefrühstückt.
(Do you want something to eat?) No thanks, I’ve had breakfast.
P1	 a:	� Nein danke, ich habe heute morgen schon gefrühstückt. enriched 

proposition.
		  No thanks, I’ve had breakfast this morning.
P1	 b:	� Nein danke, ich habe früher schon einmal gefrühstückt. minimal 

sentence meaning.
		  No thanks, I’ve had breakfast earlier in my life. (s. Appendix).
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The percentages were as follows (the absolute number is given in brackets):

Table 1.  Results of the experiment

Said Intimated Non-acceptance

P1 a 	 52,4 (22) 	 45,4 (19) 	 2,2 (1)
P1 b 	 33,3 (14) 	 38,1 (16) 	 28,6 (12)
P2 a 	 18,6 (8) 	 39,5 (17) 	 41,9 (18)
P2 b 	 67,4 (29) 	 30,2 (13) 	 2,4 (1)
P3 a 	 9,5 (4) 	 26,2 (11) 	 64,3 (27)
P3 b 	 47,6 (20) 	 50,0 (21) 	 2,4 (1)
P4 a 	 14,3 (6) 	 35,7 (15) 	 50,0 (21)
P4 b 	 62,0 (26) 	 38,0 (16) 	 0
P5 a 	 4,8 (2) 	 23,8 (10) 	 71,4 (30)
P5 b 	 23,8 (10) 	 33,3 (14) 	 42,9 (18)
P6 a 	 19,0 (8) 	 16,7 (7) 	 64,3 (25)
P6 b 	 43,0 (17) 	 52,3 (22) 	 4,7 (2)
P7 a 	 9,6 (4) 	 40,4 (17) 	 50,0 (21)
P7 b 	 71,4 (30) 	 21,4 (9) 	 7,2 (3)
P8 a 	 19,2 (8) 	 16,6 (7) 	 64,2 (27)
P8 b 	 42,9 (18) 	 52,7 (22) 	 4,4 (2)

4.  �Discussion of the results

I will comment on four of the 8 given examples in order to clarify the idea behind 
the approach. Of course it may be doubted whether the intuitions of everyday 
language users are precise enough to capture a clear cut distinction between the 
layers of the said and of the intimated – but they must be sufficiently clear in 
order to separate the levels of utterance-meaning in the above sense. The ability 
to identify what was said by an interlocutor is part of our basic pragmatic compe-
tence, on the basis of which we organize our talk exchanges. So we react differently 
upon a meaning component that has been insinuated by an utterance, opposed to 
a meaning component that has been meant by saying something. Not to possess 
this ability equals to not being able to communicate successfully. The results of the 
studies presented here – and the outcomes of the tests performed by the authors 
presented in the last paragraph – are rather encouraging in favour of the idea that 
knowledge of the difference between the said and the insinuated is part of the 
pragmatic competence of language users.

Consider the breakfast example 1 (s. Appendix). This classical example is dis-
cussed inter alia by Récanati (2004: 8), who states that from a minimalist point of 
view the proposition that the speaker has had breakfast before time t*is expressed 
(= I’ve had breakfast in my life). This claim results from the idea that what-is-said 
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consists of nothing more than of the sentence-meaning plus indexical resolution 
and reference assignment. Intuitively the linguist would say that this is not what the 
speaker meant, but that the meaning is more specific, namely that S had breakfast 
on that very day (the day which includes t*). This is what is more or less confirmed 
by the test. Facing the paraphrases P1a and P1b, the readers were asked to decide 
whether the paraphrases were about something which had been said by uttering 
B or something which had been intimated by the utterance of B. A majority voted 
for P1a as having been said by B (52,4%), but a rather strong minority voted for 
P1b as having been said (33,3%). On the other hand, 28,6% did not accept P1b as 
a paraphrase at all.

Contrastive to this example, the next item 2 (see Appendix) focuses a differ-
ent action type: sailing. In this case, the distribution of answers is more clear cut: 
18,6% classified P2a as something what has been said, 39,5% as intimated, 41,9% 
did not accept this as a possible paraphrase at all; concerning P2b, 67,4% accepted 
it as having been said, 30,2% as having been insinuated, 2,4% did not accept b at 
all. Thus, in this case, the lifelong reading was accepted by a majority, which may 
be explained by their lexical semantic knowledge concerning the verb ‘sailing’ in 
addition to the context, which provokes a reading of ‘sailing’ which focuses on 
the ability to sail and not on a single action. This in turn is not possible with the 
breakfast example.

Example 6 (“party”) includes the use of quantifiers. In this case, 19% accepted 
version P6a as a paraphrase of what is said, 16,7% as intimated; 64,3% did not 
accept this reading at all. 43,0% accepted P6b as said, 52,3% as intimated, and 
4,7% did not accept the reading. In the case of paraphrase b, which was accepted 
by most of the participants, we do not have any significant result. This might be an 
outcome of Carston’s observation that quantifiers lack a minimal reading, i.e. the 
interpretation hinges severely upon the utterance-context.

Example 8 is about metaphorical language use (“swallow”). The majority of 
the answers concerning paraphrase P8a was non-acceptance (64,2%), the majority 
of answers concerning P8b classified it as having been said (42,8%).

What we can see with these four examples is that there are intuitions on the 
side of language-users regarding the extent to which one would classify something 
uttered as something said. Thus, an account which relies on these intuitions is not 
condemned to voidness, as Levinson claims. Rather, there is an opportunity for 
testing intuitions by means of elicited data. How precise they are, is open to debate. 
Sometimes, however, such intuitions enable speakers to distinguish between 
meaning-levels which clearly belong to the realm of what-is-said and those which 
do not in a clear cut way.

Let us start with Example  8 (“swallow”). The sentence which had been pre-
sented contains a conceptual conflict leading to a metaphorical interpretation. 
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Since the activity of swallowing can only be performed by animate beings, we have 
two possible strategies in order to appease this conflict – interpret “bank” met-
onymically (in the sense of “its employees”) or interpret “swallow” metaphorically 
(in the sense of “withdraw”). In the case in question the decision is clear; the met-
onymical interpretation of “bank” is ruled out, the metaphorical interpretation of 
“swallow” is the only one which makes sense. This decision isn’t always so easy. As 
Récanati points out, there are cases in which some sort of “trade-off ” is going 
on concerning the question which constituent has to be interpreted literally or 
non-literally. Thus with.

	 (8)	 The city is asleep.

Récanati notes “[…] if ‘the city’ applies literally to a city, ‘asleep’ will be taken non-
literally; conversely, if ‘asleep’ is literal, ‘the city’ will not be.” (Récanati 2004: 34) 
In each case, the truth conditions are distinct: in one case “the speaker means that 
the inhabitants of the city are sleeping, in the other she means that the city itself 
is quiet and shows little activity” (35). In Example 8, the case is clear, however 
there is a naturalistic retention of the metaphor in that the card really disappeared 
with no return – so a kind of swallowing has been going on. If we decide to follow 
this path, “the bank” has to be interpreted metonymically in another respect – the 
machine standing for the whole bank. This interpretation however is less attractive 
because it is not the physical process which is crucial here but the institutional fact 
of confiscating the card.

If we suppose that “swallow” is interpreted metaphorically in order to save 
the coherence of the sentence, the crucial question is whether this is a reason for 
interpreting the whole utterance as something which has not been said. 42,8% 
treat paraphrase P8b as being about what has been said, 52,3% classify this as an 
insinuated reading, opposed to what-is-said. Thus, looking at the majority, we may 
question Récanati’s position that metaphorical readings of constituents of uttered 
sentences do not lead to a non-said-reading, but that they have to be classified as 
what has been said, in spite of their metaphoricity. Now let us have a look on the 
other tests.

If we compare Examples 1 and 2, the result of the latter seems to be clearer 
than that of the former. The questions of the scenarios 1 and 2 have tendencies 
which are opposed to each other: The question in 1 has been understood by 
the majority as aiming at a “this-morning”-reading, the question in 2 focusses 
a context obviously provoking a “life-span-reading” (earlier in my life …). Now 
in the case of 1, we have 52,4% voting for P1a as said (“this-morning”), but also 
33,3% voting for P1b as said (“in my life”). The result of the test is somewhat 
mixed, paraphrase b is not completely ruled out as a candidate of what has been 
said. On the other hand, in the case of 2, the result is more clear-cut. P2a has 
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18,6% said as against 67,4% for P2b, and it has 41,9% non-acceptance as against 
2,4% non-acceptance for P2b. Why is this the case – i.e. why are the results more 
clear cut in the case of a preferred life-span-reading than in the case of a nonce 
reading? Obviously an answer preferring a life-span-reading is more accessible 
than an answer which is directed towards an everyday-reading, and speaker-intu-
itions concerning life-span-readings are stronger than intuitions in favour of an 
everyday-reading of utterances. The reason for this seems to be that the sen-
tence-meaning is in concord with the life-span-reading, such that it contributes 
easier to the final reading of the utterance than in case of the everyday-reading. 
From this in turn follows that sentence meaning does in fact play a strong role 
in determining the total signification of the utterance. If we accept this as a tenta-
tive outcome of the tests, we arrive at a position which is more differentiated than 
the idea that the minimalistic construction of (a part of) what-is-said determined 
by sentence-meaning is not accessible – this in fact being open to Récanati’s cri-
tique. Sentence-meaning has an influence upon the tendency of addressees to judge 
paraphrases as something what-is-said – they are stricter in their judgement if the 
paraphrase has a close relation to sentence meaning. This interpretation reflects the 
important role of sentence meaning without making statements about inaccessible 
counterintuitive readings of utterances in everyday conversation.

The result of 6 is remarkable in that the alternative for the readers is either 
non-acceptance or intimated, the said being in the focus of 19% of the partici-
pants. 64,3% did not accept P6a at all, and 52,3% classified P6b as intimated. This 
points to the fact that the non-enriched reading of the quantifier ‘all’ is barely 
considered as playing any role in the calculation of the overall meaning of the 
sentence. In contrast, the qualified reading ‘all invited people’ is accepted as the 
basis for interpretation, but it has to be noted that the qualification as having been 
said is not a central category for the participants in this test. This is caused by the 
blatant absurdity of paraphrase P6a which relies on the unqualified application 
of the quantifier. If we want to avoid the unaccessible-meaning trap, we have to 
assume two readings of “all”: one reading relevant for propositional logic and one 
reading relevant for natural language use, which is indexical and which has to be 
“completed” by contextual information.

5.  �Summary

The debate about the definition of what-is-said and its delimitation against impli-
catures has shown that intuitions of language users encompass the ability to ascribe 
a level of utterance meaning which has a set of obligations for the utterer. As a rule, 
this is not the level of implicatural meaning, but as has been shown by Nicolle & 
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Clark (1999), this may be in some cases the crucial level. In transferring the studies 
performed with English examples into German, the results of the preceding stud-
ies could be confirmed in the main. That is a certain argument that the results of 
the experimental approaches may be crosslinguistically confirmed. A remarkable 
point is that in comparing the results of 1 and 2, a certain drift towards the literal 
meaning may be seen in that the answers in the latter case have been more firm, 
more sure than in the former.

Of course, questions about the category non-acceptance may arise. The inter-
pretation of these answers is not determinate, meaning either that the utterance-
interpretation is not acceptable, or that the suggested dichotomy itself is not 
acceptable. Thus in a further study one has to investigate whether the participants 
of a study do accept the discrimination between the said and the implicated at 
all or in the suggested terminology. Some experiments performed by Gibbs & 
Moise and Nicolle & Clark are dealing with this question, but further inquiry has 
to be undertaken in order to clarify the acceptance of suggested distinctions in the 
experimental setting.
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Appendix

1.	 (Möchtest du etwas essen?) Nein danke, ich habe schon gefrühstückt.
(Do you want something to eat?) No thanks, I’ve had breakfast.
P1	 a:	 Nein danke, ich habe heute morgen schon gefrühstückt.
		  No thanks, I’ve had breakfast this morning.
P1	 b:	 Nein danke, ich habe früher schon einmal gefrühstückt.

		  No thanks, I’ve had breakfast earlier in my life.

2.	 (Musst du einen Segelkurs besuchen?) Nein, ich bin schon gesegelt.
(Do you have to take sailing lessons?) No, I have sailed.
P2	 a:	 Nein, ich bin heute morgen schon gesegelt.
		  No, I have sailed this morning.
P2	 b:	 Nein, ich bin früher schon einmal gesegelt.
		  No, I have sailing experience.

3.	 (Ein Kind hat sich verletzt, die Mutter sagt:) Du wirst nicht sterben.
(A child has harmed him/herself. His/her Mother said) You will not die.
P3	 a:	 Du bist unsterblich.
		  You are immortal.
P3	 b:	 Du wirst von der kleinen Wunde nicht sterben.
		  You will not die because of this little wound.

4.	 Es regnet.
It is raining.
P4	 a:	 Es regnet an irgendeinem Ort der Welt.
		  It is raining at some place in the world.
P4	 b:	 Es regnet hier.
		  It is raining here.

5.	 Der Tisch ist voll mit Büchern.
The table is covered with books.
P5	 a:	 Der in der Welt einzig existierende Tisch ist voll mit Büchern.
		  The only existing table in the world is covered with books.
P5	 b:	 Der Tisch in der Bibliothek ist voll mit Büchern.
		  The table in the library is covered with books.

6.	 Alle kamen zur Party.
	 Everybody went to the party.
	 P6	 a:	 Alle Menschen der Welt kamen zur Party.
			   All existing human beings went to the party.
	 P6	 b:	 Alle Eingeladenen kamen zur Party.
			   All invited people went to the party.
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7.	 Helmut hat drei Kinder.
	 Helmut has three children.
	 P7	 a:	 Helmut hat mindestens drei Kinder.
			   Helmut has at least three children.
	 P7	 b:	 Helmut hat genau drei Kinder.
			   Helmut has exactly three children.

8.	 Die Bank hat meine Kreditkarte geschluckt.
	 The bank swallowed my EC-card.
	 P8	 a:	 Die Bank hat meine EC-Karte gegessen.
			   The bank ate my EC-card.
	 P8	 b:	 Die Bank hat meine EC-Karte eingezogen.
			   The bank confiscated my EC-Card.
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Sentences with more than one logic operator may be ambiguous between 
different interpretations and a recent research question is whether children  
have access to all the possible readings available to adults. Early studies  
focused on the interpretation of nominal quantifiers and negation,  
suggest that children may have only a subset of the possible meanings.  
In this paper, we extend the inquiry to the interactions between modals  
and negation. We report on two experiments. In the first, we tested  
children’s interpretation of the Italian modal potere followed by clausal 
negation, a construction which results unambiguous in the adult language  
and not compatible with a reading expressing impossibility. In a second 
experiment, we manipulated the context in order to evaluate the effects of 
the Question Answer Requirement (Husley et al. 2004) on children’s scope 
assignment.

1.  �Introduction

A recent topic in language acquisition is children’s comprehension of sentences 
containing multiple scope-bearing elements. The main problem posed by these 
sentences is that the relative scope of each operator might be reversed, creating 
ambiguity between the two possible interpretations of a single sentence.

Sometimes languages have means to reduce ambiguity, as in negative sen-
tences, where elements such as quantifiers present a specification relative to 
polarity. However, this information also needs to be acquired and, even if there 
is evidence that children are sensitive to polarity from early on (Thornton 1994), 
several studies have shown that under certain circumstances, children interpret 
multiple-operator sentences differently from adults. Initial findings by Musolino 
(1998) and Musolino et al. (2000) suggested that in an early developmental stage, 
children misinterpret sentences (1), assigning to the quantifier some narrow scope, 
as in the non-adult reading (1b).
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	 (1)	 the detective didn’t find some guys
		  a.	 There are some guys that the detective didn’t find
		  b.	 It is not the case that some guys were found

This observation lead to the proposal that polarity may be overruled by other 
principles active on early grammar. However, such observation of an isomorphic 
LF-PF mapping has been revealed to be too strong and more recent studies 
(Gualmini 2004; Husley et al. 2004; Krämer 2000) challenged the conclusion that 
surface relations determine scope assignment. According to Husley et al. (2004), 
structural relations are not the only way to look at the problematic meanings and 
the link with the discourse has also to be taken into account. According to this 
view, Isomorphism is a by-product of the violation of certain discursive require-
ments which have not been considered in the experimental setting.

Additional evidence against the hypothesis of an isomorphic structural map-
ping between LF and PF comes from the study of modality. Extending the domain 
of inquiry to modal verbs, Moscati and Gualmini (2008) looked at children’s inter-
pretations of sentences as (2) and (3) below:

	 (2)	 The red ball cannot be with the yellow ball
		  a.	 it is not possible that the red ball is together with the yellow ball
		  b.	 *it is possible that the red ball is not together with the yellow ball

	 (3)	 L’ 	 Indiano	 non	 deve	 cavalcare	 l’	 ippopotamo
		  the 	 Indian	 not	 must	 ride	 the	 hippopotamus
		  a.	 it is necessary that the Indian does not ride the hippopotamus
		  b.	 it is not necessary that the Indian rides the hippopotamus

The inverse scope readings for sentences (2) and (3) are given in (2a) and (3a). 
Such readings are fully target consistent and they are perfectly licit in the adult 
language. In the case of (2), the inverse-scope reading (2a) is the only one allowed 
in adult English while sentence (3) -with plain intonation- is instead ambiguous in 
Italian. According to the prediction of Isomorphism, readings (2a) and (3a) should 
be problematic. Contrary to this expectation, Moscati and Gualmini (2008) found 
that children do not have problems with these interpretations.

Taken in isolation, these results suggested that children already have an adult-
like competence with respect to the interpretation of modals in negative sentences. 
However, the picture is more complex and in sentences similar to (4), from Moscati 
and Gualmini (2008b), children incorrectly select the meaning (4b), which is not 
allowed in adult English:

	 (4)	 you need not feed the zebra
		  a.	 it is not necessary to feed the zebra
		  b.	 *it is necessary not to feed the zebra
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Although this sentence is unambiguous and its only interpretation is (4a), chil-
dren show a preference for reading (4b). This case, where the forbidden reading 
is selected, is reminiscent of the deviant interpretations with nominal quantifiers 
initially reported in Musolino et al. (2000). Following Husley et al. (2004), we 
cannot ignore the possibility that children choose this particular interpretation 
by virtue of some pragmatic factor and that the deviant reading (4b) will van-
ish under a contextual maneuver able to better fit interpretation (4a) within the 
overall discourse. The problem is how to capture discourse adherence of nega-
tive sentences. Many ideas have been proposed to capture the link between the 
sentence and its previous context (Rooth 1992; von Stechow 1991), however, in 
the rest of the paper we will adopt the Question-Answer-Requirement (QAR) 
proposed by Husley et al. (2004), which seems to be a sufficiently explicit model 
to make empirical predictions. We will discussed it in the next section.

In Section 3 new data from Italian are presented, showing the existence of 
children’s misinterpretations similar to those seen for sentence (3). This case 
will be used in a successive experiment (Section 3) to test the predictions of 
the QAR.

2.  �Satisfaction of the Question-Answer-Requirement

The general view that extra-linguistic context and subject expectations may favor 
particular interpretations is relatively uncontroversial. Early studies by Wason 
(1965) show that a negative sentence requires an additional processing with 
respect to a positive declarative. However, Wason also showed that the processing 
load required by negation consistently diminishes if an appropriate visual con-
text is provided. This supports the idea that the logic processor is sensitive to the 
background and that discrepancies between a linguistic stimulus and the overall 
context might affect the computation of the meaning.

What we can learn from this is that, every time we want to test children’s com-
prehension of negative sentences, we should be aware of the extra work required 
by their cognitive system. In particular, a given proposition should be made salient 
by the context in order to facilitate the processing of its negation. This experimen-
tal requirement has been expressed also by Crain & Thornton (1998) through the 
need to satisfy the condition of plausible dissent: if we want to test the comprehen-
sion of a negative proposition ¬p, its processing will be easier if children have 
already considered p.

The position expressed in Crain & Thornton (1998) and in Wason (1965) 
privileges a view of the background as a priming factor. However, in cases where 
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negation might originate ambiguous interpretations as in (4), it is unclear how the 
context might favor one interpretation over the other. It seems that we need a way 
to evaluate competitive interpretations along some other dimension.

Since Grice (1975), it is a fairly uncontroversial assumption that an utterance 
must be maximally informative. This consideration is particularly relevant in the 
case of ambiguous sentences and we might expect that the more informative – 
the more contextually relevant – interpretation should be preferred. This intuition 
can be captured if we find a way to assess how the possible interpretations of an 
ambiguous sentence fit the context.

A recent proposal in this direction has been put forward by Husley al. (2004). 
This proposal is based on the assumption, common to many theories of commu-
nication, that every assertion has to be informative with regard to a salient ques-
tion. If a sentence is perceived as out-of-topic or redundant, this sentence does not 
constitute a direct answer to the Question Under Discussion (QUD). The felicity 
of a sentence can then be evaluated through the Question-Answer-Requirement 
by its capacity to satisfy the salient QUD.

Going back to logically ambiguous sentences as (1), we may evaluate what is 
the role of the QAR in guiding children’s interpretation. Musolino (1998) claimed 
that children, in an early developmental stage, are unable to access the adult mean-
ing of (1). However, more recent studies have shown that this conclusion is too 
strong. In one experiment reported in Gualmini (2004), children were divided 
into two experimental groups and each group heard a sentence with negation 
and the indefinite some. The story context was the same for the two groups and 
it was about a firefighter playing hide-and-seek with some dwarves: at the end of 
the story the firefighter found only two out of the four dwarves. Each group heard 
either sentence (5) or (6):

	 (5)	 the firefighter didn’t find some dwarves

	 (6)	 the firefighter didn’t miss some dwarves

The test sentences only differed in the choice of the lexical verb and they were 
truth conditionally equivalent since two dwarves were found and two were 
missed. However, Gualmini found that while children accepted sentence (5) 
around 90% of the time, they only accepted (6) at chance level. The difference in 
the acceptance rate for (5) and (6) can be accounted for if we consider how well 
the two sentences answer the QUD primed by the story. Children know that the 
goal of hide-and-seek is to find everybody. Therefore, the question has to be the 
following:

	 (7)	 Did the fire-fighter find all the dwarves?
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Now consider how the different interpretations of (5) and (6) answer the QUD 
in (7). Let us look first at (5):

		  QUD: Did the firefighter find all the dwarves?
		  the firefighter didn’t find some dwarves
	 a.	� There are some dwarves that were not found →NO (relevant 	

	 answer)
	 b.	 *�It is not the case that some dwarves were found →NO (relevant 

answer)

Here both interpretations are good (negative) answers to the QUD and the dis-
course does not pose any special pressure on the deviant non-isomorphic inter-
pretation (5b). Children then accept the adult reading (5a) which is true. Consider 
now the case of (6):

		  QUD: Did the firefighter find all the dwarves?
		  the firefighter didn’t miss some dwarves
	 a.	� There are some dwarves that were not missed → ? (uninforma-

tive answer)
	 b.	 *�It is not the case that some dwarves were missed →YES (relevant 

answer)

The adult reading (6a) only says that some of the dwarves were not missed: here we do 
not know if all of them were actually found. This reading is not relevant and it violates 
the QAR. In contrast, the non-adult reading (6b) is more informative, since it says that 
no dwarf was missed and it constitutes a good (affirmative) answer to the QUD in (7): 
here the context forces the reading (6b), even if this is not allowed in adult English.

It seems that children fail to correctly interpret (1) only in special cases, namely 
when the adult interpretation does not satisfy the QAR. What remains to be 
explained is the difference between children and adults where the requirement of 
the QAR are not fulfilled. The answer, according to Husley et al. (2004), is that chil-
dren are more sensitive than adults to the contextual pressure. While adults might 
accommodate the sentence to the QAR by exploring different QUDs, children fail to 
backtrack their initial assumptions and they are committed to the first/salient QUD.

The QAR makes predictions that are not limited to the case of nominal quanti-
fiers. In the rest of this paper, we will try to determine if children are also sensitive 
to the QAR in negative modal sentences.

3.  �Non-adult interpretations with modals

In principle, any sentence with more than one logic element might be ambigu-
ous between two interpretations and modal verbs, when combined with sentential 
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negation, are no exception. If we look at languages whose modal system presents 
underdetermined forms with respect to the scope of negation, we can find cases of 
real ambiguity,1 as in sentence (3), repeated here as (8):

	 (8)	 L’	 Indiano	 non	 deve	 cavalcare	 l’	 ippopotamo
		  the	 Indian	 not	 must	 ride	 the	 hippopotamus
		  a.	 it is necessary that the Indian doesn’t ride the hippopotamus
		  b.	 it is not necessary that the Indian rides the hippopotamus

In (8) the modal dovere ‘must’ takes either wide or narrow scope with respect to 
negation and interpretations (8a–b) are both possible.

In one experiment, reported in Moscati & Gualmini (2008a), the predictions 
of isomorphism were tested against sentences as (8). If children lack covert logic 
operations, able to reverse the surface scope of the two operators, we expect that 
reading (8a) should be hard to access. This prediction was not confirmed and chil-
dren were able to access the meaning (8a) in the 93% of the cases, showing no 
problem with such interpretation.

In another experiment, Moscati & Gualmini (2008b) also tested the compre-
hension of unambiguous sentences as (9).

	 (9)	 you need not feed the zebra
		  a.	 *it is necessary not to feed the zebra
		  b.	 it is not necessary to feed the zebra

finding that English children accepted the adult reading (9b) only in the 30% 
of the cases, preferring to interpret this sentence with wide scope of the modal 
over negation (9a). This interpretation, equivalent to the one selected by Italian 
children in (8a), is forbidden in adult English. How can we explain this result? A 
first possibility is that readings in (8–9a) have a special status in early grammar 
and that they are favored over the alternatives (8–9b). This idea is conform to the 
Semantic Subset Principle proposed in Crain et al. (1994) and it is grounded on 
the fact that those interpretations are stronger in that they have more restrictive 
truth-conditions if compared with (8–9b). In fact, (8–9a) asymmetrically entail 
readings (8–9b):

		  (8–9a) necessary > not → (8–9b) not > necessary

However, it is also possible that the preference found for the non-adult reading (9a) 
is due to some language specific properties relative to construction (9) in English. 
For this reason, before formulate hypotheses about the semantic/pragmatic 

.  Intonation can make one of the two interpretations more prominent. However, with a 
plain intonation, both interpretations are equally possible. 
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properties of negative modal sentences, it is necessary to determine to what extent 
the errors found in child language are amenable to be explained trough a language-
specific account. A way to check this, is to look at a meaning equivalent to (9a) in a 
different language. If analogous problems are found, the language-specific explana-
tion becomes less plausible.

3.1  �Experiment I: Children’s interpretation of potere and negation in Italian

The combination of a modal verb with negation might be unambiguous also in 
Italian, for reasons which presumably are not related with polarity.2 In sentences 
where negation appears between the modal and the non-finite lexical verb, it can 
only receive narrow scope with respect to the modal, as in (10):

	 (10)	 Il	 contadino	 può	 non	 dare	 le	 carote	 all’	 elefante
		  the	 farmer	 can	 not	 give	 the	 carrots	 to-the	 elephant
		  a.	 *it is not possible that the farmer gives carrots to the elephant
		  b.	 it is possible that the farmer doesn’t give carrots to the elephant

this sentence only allows reading (10b), expressing the permission not to give car-
rots to the elephant. Now remember, from what has been said in the previous sec-
tion, that English children find difficult to access the weaker permissive reading in 
sentences as (9). A plausible hypothesis is that also Italian children have problems 
in the understanding of (10b), given that this meaning is logically equivalent to 
the one in (9a):

	 (11)	 not > necessary ≡ possible > not

If Italian children also misinterpret sentence (10), we have an indication that devi-
ant interpretations are related to a particular meaning, the one in (11).

To verify this prediction, we tested 20 monolingual Italian speaking children 
(Age: 3;9 – 5;7. Mean 4;5) from two kindergartens in the Siena area using a Truth 
Value Judgment Task (Crain & Thornton, 1998).

Each child heard 4 sentences similar to the one in (10), after a short story as 
the following:

There is a farmer with some turnips and some carrots and he has one tiger and two 
elephants to feed. The farmer first tries to feed the tiger, but it says that it doesn’t like 
carrots. Thus the farmer decides to give a turnip to the tiger. Then he tries to feed the 

.  The particular interpretation might be related to the properties of the “restructuring rule” 
in Italian (Rizzi 1982). Assuming that the logic scope of negation is clause-bounded and that 
lack of Restructuring will preserve the biclausal structure of the sentence, negation cannot 
take wide scope over the higher modal.
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elephants. They say that they don’t have any preference. The farmer decides to give 
a turnip to the first elephant and a carrot to the second one.

Given this story context, narrated with the help of props and toys, sentence (10) 
results True under the interpretation (10b), since there is one elephant without 
carrots. Conversely, since the other elephant received a carrot, it also follow that 
the reading in (10a) is False.

Two kinds of controls were also interspersed within the trials. In the first one 
(Type A), children were asked to judge a sentence after the following story:

There is a king who has some magic objects: two swords and a harp. Each sword 
gives the ability to run fast to whom is able to hold it, while the harp gives the ability 
to fly to whom is able to play it. Semola goes to the king and he tries first to play the 
harp. He has success and he is able to fly. Then he tries with the swords. He tries the 
first sword, but it is too heavy and he fails. He tries then with the second one, and 
this time he manages to lift it and he can run fast.

At the end of the story, children heard sentence (12).

	 (12)	 Semola può sollevare la spada.
		  ‘Semola can lift the sword.’

This control is included to test whether children tend to reject sentences with the 
modal potere and with a definite determiner in presence of two swords. Definite 
determiners were chosen also in the target condition in order to avoid the inser-
tion of another scope-bearing element as an indefinite. Since this choice may be 
a source of confusion, we use the definite determiner in sentence (12) to check if 
rejections could be related to this factor.

In the second control (Type B), we gave children sentences with a nega-
tive operator linearly preceding the modal ‘potere’. Again, we report below one 
example:

There is a Pilot who wants to go out and he is torn between taking a motorbike or 
an F1 car. He decides to take the motorbike, but when he tries to climb on it, he falls 
down since it is too high. He tries again, but he falls another time. He changes his 
mind and takes the car.

At this point, the puppet uttered sentence (13):

	 (13)	 Il	 pilota	 non	 può	 guidare	 la	 moto
			   the pilot	 not	 can	 drive	 the	 motorbike
		  a.	 It is not possible that the pilot drives the motorbike.
		  b.	 *It is possible that the pilot doesn’t drive the motorbike.

this sentence is true under both interpretations (13a–b). This second control has 
been included to test whether children reject sentences with negation and the modal 
for which the reading expressing impossibility was available in the adult language.
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Let us now look at the results for this first experiment. In Table 1, we report 
the results relative to the target and the controls. Notice that the acceptance for the 
target sentences is 34.7%, considerably lower than controls of both types.

Table 1.  Children’s acceptance to controls and Target sentences

Type A Type B Target

Acceptance 33/40 (82.5%) 26/40 (65%) 25/72 (34.7%)

By looking at the data reported in Table 1, we also found that children accept 
Type B sentences only 65% of the times. Even if acceptance of Type B controls is 
sensibly higher than the one found in target sentence, it seems that negation itself 
may be a source of confusion. However, looking at the individual data, we found 
that this low acceptance is due to the performance of few children, which pre-
sented scarce attention to the task and have a strong tendency to answer ‘wrong’. 
Notice that this is also the answer related to the experimental hypothesis and we 
may want to exclude the answers of those children which present traces of a nega-
tive bias. If we consider only the data relative to children correctly answering to 
at least one control for each kind (Table 2), these 15 children show no particular 
problems with controls of Type B, although the acceptance for the target sentence 
is about the same than the one reported in Table 1.

Table 2.  Children with at least 50% of correct answers to each control

Condition Affirmative False Negative True Target

Acceptance 28/30(93.3%) 26/30(86.6%) 19/55 (34.5%)

The conclusion is that also children that correctly process negation and modal 
in sentences expressing impossibility still have problems with the target sentences. 
This seems to confirm that the low acceptance found with sentence (10) is due 
to the particular interactions between negation and modality. Notice that, as an 
additional control, every time that children judged a sentence as False, we asked 
for explanation. Children always gave an explanation consistent with the deviant 
reading (10a), except in 5 cases, where the explanation was not based on logic 
scope (for example: because elephants are strange). Those answers are not included 
in Table 2. Moreover, we also test a control group (N=10) with adult subjects. They 
always accepted the target sentences.

Results from this experiment support the idea that the meaning in (10b) is 
harder to access, suggesting that the difficulties generated by this particular inter-
pretation are not limited to English. A language specific explanation does not seem 
appropriate to account for our data and a semantic/pragmatic-based account seems 
to be more adequate. At this point, the next step is to determine whether it is the logic 
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meaning of sentence (9) and (10) in itself to be harder. Alternatively, difficulties may 
be due to the efforts required to cast the particular meaning in the context created by 
the discourse. In the next sub-section, we will test the predictions of the QAR.

3.2  �Experiment II: Evaluation of the Question-Answer-Requirement

The results of Experiment I show that children find problematic, also in Italian, to 
process modals in negative sentences when the meaning does not express impos-
sibility but instead a weaker permissive reading. Isomorphism cannot be observed 
in this case, since children prefer the non-isomorphic interpretation even when 
this is not allowed by the adult grammar.

Sentence (9) and (10) share few syntactic properties and they differ with 
respect to the force and to the logic scope of the modal. A syntactic explanation in 
general does not seem to be adequate to account for children’s deviant interpreta-
tion. Instead, the fact that the interaction between negation and the modal results 
in an equivalent logic representation (see 11) suggests that the problem has to be 
semantic, or pragmatic.

In fact, the meaning might not be problematic per se but might be problem-
atic given the story context: we already saw that if the story favors a certain QUD, 
children tend to choose a salient interpretation even if not permitted by the adult 
grammar. For nominal quantifiers, children accept the adult interpretation of 
some only when this interpretation does not violate the QAR. Instead, whenever 
the sentence is not entirely appropriate in the discourse, children may accommo-
date the felicity conditions choosing the alternative interpretation.

This consideration may be relevant also in the case at issue here. In fact, we 
cannot exclude that children fail to access the permissive reading in (9) and (10) 
because it is not consistent with the QUD made salient by the story. The goal of 
this second experiment is to assess if the QAR biases children interpretation also 
in the case of modals.

A problem for the QAR account is that it is not easy to assess what is the 
actual question selected by the subject. A way to overcome this problem is to state 
explicitly the QUD, a solution which has been adopted in the experimental design.

In this experiment, we used the same 4 target sentences and the same 4 stories 
as in the previous one, but this time the target sentence was presented in response 
to a precise question. In order to evaluate the role of the QAR, we use two different 
kinds of questions: in the fist condition, the QUD made felicitous both interpreta-
tions, while in the second condition, only the deviant reading satisfied the QAR.

As in the case of nominal quantifiers, we expect that if both readings are appro-
priate (Condition 1), the adult reading will be selected, since this is the interpretation 
that minimizes violations. Conversely, when only the deviant reading satisfies the 
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QAR (Condition 2), we expect a competition between this discursive requirement 
and the syntactic constraints. If the child decides to avoid violations of the QAR, he 
will select the pragmatically appropriate interpretation even if this violates the syntax.

The only difference between the first and the second experiment is that 
before the target sentence, now the puppet heard a question. Below an exchange is 
reported to illustrate the first experimental condition:

QUD1- First Experimenter:

	 (14)	 il	 contadino	 deve	 dare	 le	 carote	 all’	 elefante?
		  ‘Must	 the	 farmer	 give	 carrots	 to	 the	 elephant?’

ANSWER- Second Experimenter, manipulating the puppet:
	 (15)	 Il contadino può non dare le carote all’elefante
		  a.	 *�it is not possible that the farmer gives carrots to the elephant	

→NO (relevant answer)
		  b.	� it is possible that the farmer doesn’t give carrots to the elephant	

→NO (relevant answer)

In this condition, both interpretations represent a good (negative) answer to the 
QUD. Either the prohibitive reading (15a) or the permissive reading (15b) entail 
that it is not necessary to give carrots to the elephant: the QAR is satisfied by any 
interpretation of (15). Here, we expect that if children have the adult interpreta-
tion (15b) they will choose this reading. Since (15b) is true in the story context, 
children should accept the target sentence.

In the second condition, we varied the QUD in a way that only the deviant 
interpretation (15a) satisfies the QAR.

QUD2- First Experimenter:

	 (16)	 il	 contadino	 può	 dare	 la	 carote	 all’	 elefante?
		  ‘Can	 the	 farmer	 give	 carrots	 to	 the	 elephant?’

ANSWER- Second Experimenter, manipulating the puppet:

	 (17)	 Il contadino può non dare le carote all’elefante
		  a.	 *�it is not possible that the farmer gives carrots to the elephant 	

→NO (relevant answer)
		  b.	� it is possible that the farmer doesn’t give carrots to the elephant→ ? 

(uninformative answer)

In (17) the modal potere ‘can’ was used instead of dovere ‘must’ in the QUD and 
here the only informative answer is (17a), expressing the prohibition to give car-
rots to the elephant. The other reading, the adult (17b), is uninformative since 
it only states the possibility not to give carrots to the elephant. The context cre-
ated by the QUD2 adds discursive pressure, which will favor the non-adult 
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interpretation (17a). Since this interpretation is false given the story, children are 
expected to reject the target sentence. We then have a clear prediction: children will 
accept the sentence in the first condition but will reject it in the second condition.

The experimental procedure is that each child heard the same 4 stories as in 
the previous experiment, but this time he heard at the end of the story the QUD1 
or the QUD2, randomized in a way that subjects heard two questions of each kind. 
The participants were 16 monolingual Italian-speaking children aged between 4;0 
and 5;5 (mean 4;9).3

Looking at the results (Table  3), the acceptance rate for the two QUDs is 
nearly the same and it is even higher for QUD2. The predictions of the QAR are 
not confirmed and instead, we found a slightly higher acceptance in condition 2.

Children in general show no sensitivity to variations of the QUD and the 
interpretation does not seem to be affected by the QAR. In the absence of con-
trary evidence, we can assume that the adult logic representation for the target 
sentences is harder to acquire and we have no evidence that at this developmental 
stage this reading is already available.

4.  �General discussion

Combining together the results of the two experiments illustrated in the previous 
sections, the conclusion is that in presence of logical ambiguity, children prefer the 
reading expressing impossibility. Even when this interpretation is not allowed in 
the adult grammar.

Moreover, the fact that this pattern is not confined to Italian but can be found 
also in English, indicates that an explanation which relies only on syntactic varia-
tions between the two languages cannot capture the substantial homogeneity of 
the results when the meaning is taken into account. A more general mechanism 
is required and a candidate might be the immature isomorphic mapping between 
LF/PF in child grammar. However, the deviant reading preferred by children in 

.  Two children gave unintelligible responses in both conditions. Those trials are excluded 
from the count.

Table 3.  Acceptance for the target sentence in response to QUD1 and QUD2

QUD 1 QUD 2

Acceptance 8/26 (30.7%) 10/25 (40%)
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the case of sentence as (10) is the non-isomorphic one and we are in front, if any-
thing, of an observation of anti-isomorphism. A better way to try to capture the 
data presented in Experiment I and in Moscati & Gualmini (2008b) is to verify the 
felicity conditions of the target sentence given the discursive context. In this way, 
we may control if the experimental setting contains elements which bias children 
interpretation toward the wrong interpretation. However, when both interpreta-
tions of sentence (10) where made salient with respect to an explicit Question 
Under Discussion, the wrong interpretation was still selected in the majority of 
the cases.

Keeping in mind that it is possible that the QUD made salient by the story 
may not be easily manipulated and that it is also possible that subjects stop paying 
attention to the changes in the modal used in the QUD,4 for the moment it is safer 
to assume that the discourse is not a key factor, at least if weighed in accordance 
with the QAR.

A way to account for the deviant readings found for sentence (9) and (10) may 
be in the same spirit of the Subset Principle (Berwick 1985; Crain et al. 1994), an 
idea already present in Musolino et al. (2000).

A way to look at the pattern is to place the possible interpretations along a 
scale created by the strength of each interpretation’s truth conditions. Consider the 
possible readings for (10), repeated here as (18):

	 (18)	 Il contadino può non dare le carote all’elefante
		  a.	 *not > possible
		  b.	 possible > not

As already notices in Section  3, the interpretation (18a) is stronger than (18b) 
since (18a) entails (18b) while the inverse entailment does not hold:

	 (19)	 not > possible → possible > not

	 (20)	 possible not –\→ not > possible

The conclusion that can be draw is that if a sentence permits two logical interpre-
tations, a bias toward the stronger interpretation exists in early grammar.

However, the present study only considered one way of looking at the contex-
tual background. Even if no role associated with the discourse has been detected 
here in the case of modals, further investigation is needed to exclude the role of 
contextual pressure on the selection of deviant interpretations.

.  This problem can easily be overcome using different groups of subjects for each condition.
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5.  �Summary

We tested children’s interpretation of logically ambiguous sentences with the 
Italian modal ‘potere’ and sentential negation, in order to check i. whether the 
deviation found with negative modal sentences (Moscati & Gualmini 2008b) is 
confined only to English and ii. whether the QAR proposed in Husley et al. (2004) 
might account for the non-adult readings.

Our first experiment confirms that also Italian children have problems with 
the correct interpretations of negative modal sentences expressing the possibility 
not to do a given action. In the second experiment, we tested if an effect related 
to variations in the Question Under Discussion was detectable. We found no dif-
ference between the two conditions and the adult reading was not selected to an 
higher rate when it was an appropriate answer to the QUD.
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Pragmatic children
How German children interpret sentences  
with and without the focus particle only*

Anja Müller, Petra Schulz & Barbara Höhle
Goethe University Frankfurt/Goethe University Frankfurt/ 
Potsdam University

Our study investigated the abilities of 6-year-old German-speaking children to 
interpret sentences with and without the focus particle nur (only). We report 
two experiments: In Experiment 1 the study by Paterson et al. (2003) on English 
was replicated in German. We found that German-speaking children do not 
interpret only-sentences target-like. This supports Paterson et al. that children 
ignore information that is not verbally given. The second experiment investigated 
children’s pragmatic ability to judge underinformative sentences. The results 
indicate that children take into account information that is showed  
on a picture, but not verbally introduced. We argue that children’s performance in 
Experiment 1 is not caused by an insufficient pragmatic knowledge but rather to 
its methodological set up.

1.  �Introduction

Previous comprehension studies reported that up to school age children inter-
pret sentences containing the focus particle only not in an adult-like fashion (for 
English: Crain, Ni & Conway 1994; Philip & Lynch 1999; Gualmini, Maciukaite & 
Crain 2003; Paterson, Liversedge, Rowland & Filik 2003; for Dutch: Bergsma 2002; 

*  Portions of this study were presented at the 30th Child Language Seminar (CLS) 2007 at the 
University of Reading (Müller et al. 2007a) and at the 32nd Boston University Conference on 
Language Development (BUCLD) 2007 (Müller et al. 2007b).

This study was supported by the German Research Foundation (DFG) as part of the 
SFB 632 “Information structure: the linguistic means for structuring utterances, sentences 
and texts” with a grant to Barbara Höhle and Jürgen Weissenborn. We are grateful to Angela 
Grimm for discussions of the topic. The paper also benefited from the comments of the 
anonymous reviewers. Thanks to Paul Abbott for lending his native eye to the English. Special 
thanks go to Dr. Kevin Paterson for providing the materials for the current studies.
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Szendrői 2004; for Portuguese: Costa & Szendrői 2006). Crain et al. (1994) and 
Gualmini et al. (2003) argued that children prefer a default interpretation because 
they misconstrue the scope domain of the focus particle. In contrast, Paterson 
et al. (2003) propose that children fail to process the intended set of alternatives 
because this information is not verbally introduced in the actual discourse. 
Consequently, according to Paterson et al. children assign the same meaning to 
sentences with and without only.

In the present study we investigated how 6-year-old German-speaking children 
interpret sentences with nur (only). As to date there is no study on how German 
children interpret focus particle sentences with nur, we replicated the study by 
Paterson et al. (2003), which was carried out in English. The results we found are in 
line with Paterson et al.’s assumption that children do not consistently instantiate 
the set of alternatives in their actual discourse model, as required upon encoun-
tering a focus particle in a sentence. In the second experiment we investigated 
how children interpret sentences without a focus particle like nur. Our results 
show that in fact children are able to take into account information that is visually 
present in the context, even though it is not verbally introduced in the discourse. 
Hence, it seems that the children’s difficulties in Experiment 1 and in the Paterson 
et al. study are not caused by difficulties to take into account information that is 
not verbally given but important for the sentences meaning. Rather we suggest 
that the observed performance is due to an infelicitous use of the focus particle 
in the experimental task. We assume that children solved the task by creating a 
discourse  model which is adequate with respect to the given test situation, i.e. 
the discourse model accepts an interpretation of the sentence without taking into 
account the meaning and the function of the focus particle.

This paper is organized as follows: Focus particles are described in more detail 
in Section 2. Previous acquisition studies on the comprehension of focus particles 
are reported in Section 3. The study by Paterson et al. (2003) is presented in more 
detail, since our Experiment 1 is a close replication of that study. In Section 4 of the 
paper we present our experiments. We conclude with a discussion of our results in 
the light of recent research on focus particles.

2.  �Focus particles and children’s acquisition task

According to Rooth (1992), focus particles are a special set of quantifying 
expressions that behave like semantic operators. They take scope over the part of 
a sentence they c-command in the parse tree (Jacobs 1983; König 1991). Within 
their scope domain focus particles take a specific constituent as their argument. 
This constituent is called related constituent (rc) (Reis & Rosengren 1997; Dimroth 
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2004). Typically, the related constituent corresponds to the focus of the sentence 
and is prosodically highlighted by a pitch accent (Altmann 1976; Jacobs 1983; 
König 1991; Dimroth & Klein 1996).1

In order to interpret a sentence with a focus particle the child has to master 
a demanding task which requires syntactic, semantic as well as pragmatic knowl-
edge about the felicitous use of focus particles. Consider examples (1) and (2) with 
the focus particle nur:2

	 (1)	 A:	 Mögen Popeye und Olivia Spinat?
			   ‘Do Popeye and Oliva like spinach?’
		  B:	 Nein. Nur [POPEYE]rc mag Spinat.
			   ‘No. Only [POPEYE]rc likes spinach.’

	 (2)	 A:	 Mag Popeye Spinat und Möhren?
			   ‘Does Popeye like spinach and carrots?’
		  B:	 Nein. Popeye mag nur [SPINAT]rc.
			   ‘No. Popeye only likes [SPINACH]rc.’

As shown in (1) and (2) focus particles can occur in different sentence positions. 
In (1) the focus particle nur occurs in utterance initial position. The following 
subject-NP Popeye is the related constituent and thus the focus of the sentences. 
In contrast, in (2) nur appears in postverbal position. In this case the objekt-NP 
spinach is the related constituent of the focus particle. As both examples show, 
in German typically the focus particle precedes its related constituent. Addition-
ally, the focus particle typically occurs adjacent to its related constituent. In gen-
eral, in German focus particles are syntactically more restricted than in English 
(König 1991). The restriction for the position of the focus particle and its related 
constituent is part of the general constraint, called Maximale Fokusnähe (Jacobs 
1983). This constraint requires that a focus particle selects the next constituent as 
its related constituent. Therefore, example (3a) in German is marked, whereas the 
English equivalent (3b) is felicitous.

.  Pitch accent is marked by capital letters.

.  Note that there are other meaning variants of nur (e.g. Altmann 1976; Lerner & 
Zimmermann 1981). For instance, the particle nur can also be used as a modal particle, e.g. 
Kommen sie nur herein (‘Just come in please’) and as particle with a scalar reading, e.g. Ich 
bin nur ein Lehrer (‘I am just a teacher’). Hence, the child has to learn to distinguish between 
the use of nur as a focus particle and as a modal particle, respectively. In the present paper we 
focus on children’s interpretation of the focus particle nur. 
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	 (3)	 a.	 ?	Popeye hat nur Olivia [BLUmen]rc geschenkt.
			   Popeye sent only Olivia flowers.
			   ‘Popeye sent Olivia only flowers.’
		  b.	 Popeye only sent Olivia some [FLOWers]rc.

Furthermore, the previous examples (1) to (3) show that by selecting a related 
constituent the focus particle nur affects the meaning of the carrier sentence. The 
underlying structure of sentence (1) is Popeye likes spinach. The proposition of that 
sentence is [LIKE(Popeye, Spinach)]. This proposition is the presupposition of the 
only-sentence (1). In other words, Only Popeye likes spinach presupposes that ‘Pop-
eye likes spinach’ is true. Nur belongs to the group of restrictive focus particles, i.e. 
nur establishes an exclusive contrast between its related constituent and a so-called 
set of alternatives that is typically verbally introduced in the actual discourse. The 
entities of that set signal that there are referents which represent alternatives to the 
focused element (cf. Rooth 1992). The set of alternatives is required for the sen-
tence interpretation because only by taking into account this set the hearer is able 
to interpret the focus particle sentence. In example (1) the use of nur signals that 
in the given discourse ‘Popeye’ is the only person who likes spinach. In the given 
discourse the second individual ‘Olivia’ represents the set of alternatives for which 
the property of the related constituent is understood as being false. The reading 
of example (2) in the present discourse is that wrt both types of food in question 
Popeye likes only spinach. Hence, the set of alternatives consists of the NP ‘carrots’.

As shown in the examples above a felicitous use of a focus particle requires that 
the set of alternatives is present in the actual discourse. Typically, the set of alterna-
tives is either verbally introduced during the preceding conversation or is already part 
of the common background knowledge of speaker and hearer (cf. Jackendoff 1972). 
In order to interpret a focus particle sentence the child has to be able to identify the 
set of alternatives in the discourse. As she has to take into account this information 
for the sentence interpretation she has to integrate this information into the actual 
discourse model, which provides the basis for the sentence interpretation. Thus, the 
identification of the set of alternatives is required for a correct interpretation of a 
focus particle sentence. This suggests that the preceding verbal discourse, providing  
the set of alternatives, plays an important role in focus particle comprehension.

In sum, to interpret sentences with a focus particle the child has to master the 
following tasks: She has to identify the sentence position of the focus particle in 
the sentence and the related constituent. Then, she must evaluate the set of alterna-
tives from the preceding verbal discourse and must integrate this information into 
her current discourse model. Furthermore, the child has to establish a contrast 
between the focus particle and the set of alternatives and to take into account this 
contrast when interpreting the sentence.
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3.  �Previous studies on children’s comprehension of sentences with only

Several acquisition studies have investigated how children acquire focus particles. 
Although an early and target-like production of focus particles has been docu-
mented (Penner, Tracy & Weissenborn 2000; Nederstigt 2003; Hulk 2003; Höhle, 
Berger, Müller, Schmitz & Weissenborn 2009), several comprehension studies have 
reported a non adult-like interpretation of focus particle sentences up to school age.3

The study by Crain, Ni & Conway (1994) was one of the first to investigate chil-
dren’s ability to interpret sentences with the focus particle only. Using a sentence-
picture-matching task, Crain et  al. found that 3- to 6-year-old English-speaking 
children interpreted sentences with the focus particle in pre-subject position (4a) as 
having the meaning of sentences with the focus particle in preverbal position (4b).

	 (4)	 a.	 Only the cat is holding a flag.
		  b.	 The cat is only holding a flag.

In this study participants were presented with a picture depicting a cat holding 
a flag, a duck holding a flag and a balloon, and a frog holding a balloon. Crain 
et al. reported that the majority of the children judged the sentence (4a) as a true 
description of the picture, thus assigning the meaning of (4b) to the sentence. To 
account for that error pattern, they suggested that children had difficulty correctly 
restricting the scope of the focus particle only. As a consequence, children selected 
as a default the direct object as the related constituent, regardless of the surface 
position of only. A study by Philip & Lynch (1999) seems to support these findings. 
They found that 3- to 5-year-old English-speaking children accepted the sentence 
Only the dog is holding a starfish as a true description of a picture showing a dog 
and a cat both holding a starfish, corresponding to the interpretation of only in 
pre-object position.

A further study was conducted by Gualmini, Maciukaite & Crain (2003), which 
also seems to support the account of Crain et al. (1994). In line with Crain et al.’s 
results Gualmini et  al. reported a default interpretation of sentences with only. 
Within a truth-value-judgement task 4- to 5-year-old English-speaking children 
were asked to judge sentences like (5a) and (5b).

	 (5)	 a.	 The farmer only sold a [BANANA]rc to Snow White.
		  b.	 The farmer only sold a banana to [SNOW WHITE]rc.

.  In the following we concentrate on studies which tested unambiguous sentences with 
only. For research which investigated children’s comprehension of ambiguous sentences 
with only see Crain et al. (1994) and Paterson, Liversedge, White, Filik & Jaz (2006).
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In contrast to Crain et  al. (1994) the focus particle sentence was preceded by 
a short story narrated by the experimenter. After the story the experimenter 
prompted a puppet with What happened in the story? The child’s task was then 
to judge whether the puppet’s answer was felicitous given the story. The results 
showed that children interpreted sentences like (5a), in which the direct object 
was prosodically highlighted, as having the meaning of (5b), i.e. children iden-
tified the indirect object instead of the direct object as the related constituent. 
Gualmini et al. concluded that children are insensitive to prosodic information as 
a reliable cue for interpreting sentences containing only. Instead, children resort 
to a default interpretation by assigning only to the indirect object. These find-
ings were replicated using the same experimental design by Szendrői (2004) for 
Dutch and Costa & Szendrői (2006) for European Portuguese. Hence, it seems 
that children are not able to use prosodic information to unambiguously identify 
the related constituent of a focus particle.4

Paterson et al. (2003) pointed to another possible cause of the problems that 
children can have when interpreting sentences with only. They suggested that due 
to an insufficient representation of the set of alternatives children neglect the mean-
ing of the focus particle and thus interpret sentences with focus particles in the 
same way as sentences without focus particles. To test this hypothesis Paterson et al. 
presented children with sets of six pictures and corresponding test sentences. Each 
picture set comprised six drawings (see Figure 1). The corresponding set of test 
sentences represented three different experimental conditions (see Example 6 a–c).

	 (6)	 a.	 The fireman is holding a hose.	 Sentence without only:
		  b.	 Only the fireman is holding a hose.	 Sentence with pre-subject only:
		  c.	 The fireman is only holding a hose.	 Sentence with pre-verbal only:

Using a picture-selection task, the experimenter presented the whole picture set to 
the participant and read one of the test sentences (6a) to (6c) aloud. The partici-
pant was asked to point to all pictures that matched the given sentence. Paterson 
et al. grouped the different response patterns into three main categories, reflect-
ing the correct interpretation for each of the three experimental conditions. For 

.  Findings by Höhle et  al. (2009) cast doubt on the assumption that children generally 
ignore prosodic information when identifying the related constituent of a focus particle. In 
an eye-tracking study with three- and four-year-olds, they tested sentences like (ia) and (ib) 
with the focus particle auch (also) and found that children reacted differently to the two 
accent patterns.

	 (i)	 a.	 Toby hat AUCH eine Puppe. ‘Toby possesses ALSO a doll.’ (like e.g. Anna)
		  b.	� Toby hat auch eine PUPPE. ‘Toby possesses also a DOLL.’ (in addition  

to e.g. a ball)
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the condition without only (6a), pictures A, C, D, and E constitute the correct 
response, because in all four pictures the proposition of the test sentence, in this 
case [HOLD(fireman, hose)] was fulfilled. For the test sentence with pre-subject 
only (6b) pictures A and D should be chosen because in both pictures the fireman 
is performing the described action and nobody else is. When presented with pre-
verbal only (6c) the participants should point to pictures A and C because in both 
pictures the fireman is holding a hose and there is nothing else that he is holding. 
Paterson et al. hypothesized that if children do not process the information trig-
gered by the focus particle, they should exhibit the same response pattern for sen-
tences with and without only. However, if children misconstrue the scope of only 
as predicted by Crain et al. (1994), then children should point to pictures A and C 
for both conditions (6b) and (6c).

Paterson et al. tested 6- to 7-year-old, 8- to 10-year-old and 11- to 12-year-old 
English-speaking children as well as a control group of adults. All participants 
showed a better performance for sentences without only than with only. The group of 
adults gave more correct responses than the other age groups on all types of test sent
ences. For further analyses Paterson et al. concentrated on the group of 6-year-olds. 
When presented with test sentences without only these children pointed to the 
expected response pattern (pictures A, C, D, E) in 84% of all cases. For pre-subject 
only sentences Paterson et al. found 26% correct responses (pictures A, D) and for 
pre-verbal only sentences 34% correct responses (pictures A, C). A more detailed 

Figure 1.  Picture set used by Paterson et al. (2003: 272)
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analysis of the unexpected responses in these two only-conditions revealed that a 
relatively high proportion of children’s responses (45% in the pre-subject only 
condition; 49% in the pre-verbal only condition) could be ascribed to ignor-
ing the focus particle when interpreting the sentence. In these cases children 
selected the pictures A, C, D, E. Only a minority of responses was compatible 
with Crain et al.’s assumption of problems with scope restrictions (16% in the 
pre-subject-only condition).

These findings were taken by Paterson et al.’s to support their account, i.e. 
that children tend to ignore the information given by the focus particle when 
interpreting an only-sentence. More precisely, children are not able to consis-
tently instantiate the set of alternatives in the actual discourse model when this is 
only triggered by the presence of the focus particle in the sentence. Paterson et al. 
argued that this inability is caused by the still insufficiently developed pragmatic 
knowledge of the children.

In summary, previous research on the comprehension of sentences contain-
ing the focus particle only indicates that children up to age 6 do not interpret 
these sentences in adult-like fashion. Gualmini et al. (2003) argued that children 
are not able to use prosodic focus information to identify the related constituent 
of only. Crain et  al. (1994) claimed that children misconstrue the scope of the 
focus particle. Both accounts suppose a default interpretation for associating only 
with the last constituent in the sentence. However, Paterson et al. (2003) argued 
that previous studies on only did not clearly show that children’s difficulties are 
due to problems with the identification of the correctly related constituent of only. 
Instead, they suggested that children fail to instantiate the set of alternatives in the 
actual discourse model and thus tend to interpret the focus particle sentences as 
sentences without a focus particle.

One way to obtain further evidence that may be helpful in deciding between 
these different accounts is a crosslinguistic comparison. If children up to a spe-
cific age show problems in integrating the set of alternatives into their sentence 
interpretation then across languages no variation in the interpreting sentences 
with focus particles is expected. Thus, if Paterson et al.’s account is correct, we 
should obtain the same results for German-speaking children. On the other 
hand, if children have problems with the identification of the scope of the par-
ticles then differences across languages related to structural variation between 
the languages should occur. In German there are stronger positional restrictions 
for the focus particle only as compared to English. Only typically precedes its 
related constituent directly which might help the child to identify the related 
constituent of the particle. Therefore we replicated the Paterson et  al. (2003) 
study with German learners.
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4.  �The study

4.1  �Experiment 1

Experiment 1 replicated the Paterson et al. (2003) study in German. As Paterson 
et al. focused on the results of the 6-year old English-speaking children, we tested 
German-speaking children of the same age.

4.1.1  Participants
Thirty 6-year-old German-speaking children (15 girls and 15 boys) participated 
in this experiment (mean age 6;8 years; range 6;1 – 7;2 years). The children were 
recruited from several schools in Potsdam, Brandenburg. All children are growing 
up in monolingual German-speaking homes. In addition, 30 adults were tested as 
a control group.

4.1.2  Materials and procedure
We used the original test pictures from Paterson et al. (2003) as visual stimuli and 
translated their sentence material into German. In some cases adequate translation 
required the use of a verb with a separable particle. These items were excluded. 
Nine out of the twelve original test sets were then included in the replication (see 
Appendix A). Each of the nine test sentence types was used in the three experi-
mental conditions: in a sentence without nur (7a), in a sentence with nur in 
pre-subject position (7b) and in a sentence with nur in pre-object position (7c).

	 (7)	 a.	 Der Feuerwehrmann hält einen Schlauch.	 Without nur
			   ‘The fireman is holding a hose.’
		  b.	 Nur der Feuerwehrmann hält einen Schlauch.	 Pre-subject nur
			   ‘Only the fireman is holding a hose.’
		  c.	 Der Feuerwehrmann hält nur einen Schlauch.	 Pre-object nur
			   ‘The fireman is holding only a hose.’

As shown in the examples the German sentences in pre-object condition (7c) differ 
systematically from the English sentences as the focus particle in German always 
directly precedes its related constituent (cf. 6c). The sentence material was divided 
into three lists such that each list contained nine sentences, three of each condition. 
None of the test sentence types appeared more than once in a list. Each participant 
was only tested with one list, thus no participant was presented more than once 
with each test sentence type and the corresponding picture set. The participants 
were randomly assigned to one of the three test lists. The test sentences were orally 
presented to the participants. The experimenter read aloud the test sentences in 
which the focussed constituent of the sentences was prosodically highlighted. 
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In the case of the test sentences without nur the experimenter presented the 
sentence with normal intonation, i.e. with an accent on the final object-NP.

The children were tested after school in their day care center. The child and 
the experimenter sat in a separate room from the other children in the day care 
center. At the beginning the experimenter presented the first picture set to the 
child and asked to name the persons depicted at the pictures. After that the experi-
menter presented the test sentence and asked the child to point to the pictures 
which match the test sentence. When the child finished the experimenter showed 
the next picture set and the experimental procedure was repeated. An experimen-
tal session lasted for about ten to 15 minutes. The participants of the adult control 
group were also tested individually.

4.1.3  �Results
As in Paterson et al. (2003) the responses of each participant were assigned to one 
of the four following categories: no scope, subject scope, object scope, and other. If 
the participant pointed to the pictures A, C, D, E, this response was coded as no 
scope because this response was the expected pattern for sentences without the 
focus particle. If only the pictures A and D were selected, this response counted as 
subject scope. Selections of only the pictures A and C were assigned to the category 
object scope. The remaining responses were coded as other.

As Table 1 illustrates adults gave the expected responses in the majority of 
the cases in all three conditions. In contrast, children’s major response type cor-
responded to the no scope interpretation.5 A 2 (age group) × 3 (sentence condition) 
ANOVA based on the number of correct responses revealed a main effect for the 
factor age group (F(1,58) = 311,128; p < .001). Furthermore, there was a main effect 
for the factor sentence condition (F(1,58) = 89,963; p < .001) and also an interaction 
between both factors (F(1,58) = 65,629; p < .001). Separate one-way ANOVAs for 
both age groups revealed an effect for the factor sentence condition for the children 
(F(1,29) = 133,218; p < .001) but not for the adults (F(1,29) = 1,482; p = .236) A 
paired t-test showed that children made significantly more errors with sentences 
with pre-subject nur and pre-object nur, respectively, than with sentences without 
nur (t(29) = 13,646; p < .001; t(29) = 12,892; p < .001). There was no significant dif-
ference between the performance for sentences with nur in pre-subject position 
and in pre-object position (t(29) = ,405; p = .689). A comparison of children’s and 

.  13 of the 30 children always selected pictures A, C, D, and E when interpreting sentences 
with nur in either condition. Only one child gave the expected responses in all three con-
ditions, with the exception of one sentence in the pre-object nur condition. The remaining 
children showed various responses for the nur-sentences. 
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adults performance revealed that adults gave significantly more expected responses 
in the pre-subject and pre-object condition than children (unpaired t-test: t(58) = 
12,618; p<.001; (t(58) = 14,523; p =.001). For sentences without nur no significant 
difference was found (t(58) = 1,248; p =.217).

In a further analysis we compared the frequency of responses in which chil-
dren unambiguously ignored the set of alternatives (no scope errors) and in which 
they unambiguously misconstrue the scope of nur (scope analysis errors). A paired 
t-test revealed that children produced significantly more no scope errors than scope 
analysis errors (t(29) = 7,753; p<.001).

In summary, both groups of participants interpreted the test sentences with-
out the focus particle nur as expected. However, unlike the adults the children 
frequently judged the pictures A, C, D, E as a felicitous depiction for nur-sentences 
which was actually the expected response for sentences without nur.

4.1.4  Discussion
Our first experiment replicated the findings of Paterson et al. (2003). Whereas adults 
selected the expected pictures in all three sentence conditions, 6-year-old children 
most frequently selected the picture set that corresponds to the reading of the sen-
tence without a focus particle, and they did so even when presented with sentences 
including the focus particle. In summary, our German data are compatible with the 
account by Paterson et al.

As mentioned above, Paterson et  al. assume that children have difficulties 
instantiating information in their current discourse model that is not verbally 
introduced. Therefore, the set of alternatives which is implicated by the focused 
constituent, i.e. the related constituent, but not verbally given is ignored in chil-
dren’s interpretation. According to Paterson et al. this non adult-like performance 
is rooted in the children’s insufficient pragmatic knowledge.

Table 1.  Children’s and adults’ responses for the sentences with nur in pre-subject 
and pre-object position and without nur. (Grey coloured fields indicate the expected/
correct response.)

sentence no scope 
(pointing 

A, C, D, E)

subject scope 
(pointing 

A & D)

object scope 
(pointing 

A & C)

other

Without nur children
adults

94%
100%

0%
0%

1%
0%

5%
0%

pre-subject
nur

children
adults

70%
2%

13%
96%

6%
0%

11%
2%

pre-object
nur

children
adults

71%
1%

5%
1%

13%
98%

11%
0%
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Apart from Paterson et  al.’s account, two alternative accounts could explain 
children’s performance as well: First, assume that children in general exhibit dif-
ficulties instantiating information that is not verbally introduced in the discourse, 
regardless of whether they interpret a sentence with or without a focus particle. Then 
it would follow that preschool children also fail to compute the pragmatic contribu-
tion of nur to the sentence interpretation. Second, wrt children’s acquisition task 
(Section 2) the interpretation of a focus particle sentence requires the existence of a 
set of alternatives. Either the set of alternatives is presented in the preceding verbal 
discourse or it is already part of the common background knowledge of speaker 
and hearer. That means, that the ability to identify the set of alternatives in a visual 
presented picture belongs not to the abilities which are required for the mastery of 
focus particle sentences. Therefore, it is possible that children calculate focus par-
ticles only if the set of alternatives is explicitly introduced in the preceding discourse. 
In that case, children interpret focus particle sentences adult-like when the set of 
alternatives is explicitly mentioned in the discourse, but not in the absence of such 
a context as in the Paterson et al. study.

The first account will be investigated in Experiment 2, discussed in the following, 
for the second account (cf. Müller, in prep.).

4.2  �Experiment 2

To test whether children in general have difficulties in instantiating information 
that is not verbally introduced in their discourse model we chose sentences with-
out focus particles as test material for Experiment 2. These were taken from Exper-
iment 1. We presented a subset of the pictures from Experiment 1 that varied with 
respect to their informational complexity. Furthermore the pictures represent 
more information than is mentioned in the sentence. The sentences are under-
informative with respect to the information contained in the pictures shown. The 
children’s task was to evaluate whether a sentence matched a picture. If children 
are not sensitive to the degree of informativeness of a given sentence in relation to 
a given picture, i.e. they are insensitive to information that has not been explicitly 
mentioned, we expect no differences in the children’s judgements for the different 
pictures. In contrast, sensitivity to informativeness should result in the following 
response pattern: The higher the informational complexity of the picture the lower 
should be the acceptance rate.

As test materials we used the picture types A, C, D, E (see Fig. 2) and the test 
sentences without nur from Experiment 1. Although all these pictures are a logi-
cally true description of the test sentences without the focus particle, they differ 
with respect to the amount of additional information depicted. For example, in 
Figure 2 all four pictures depict a fireman holding a hose. However, all pictures 
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contain additional information, which is not mentioned in the test sentence: A 
policeman (all pictures), a hose held by the policeman (pictures C and E) and 
a ladder held by the fireman (pictures D and E). This difference we refer to as 
(visual) informational complexity. On this complexity scale, Picture A is infor-
mationally the least complex picture and picture E is the most complex one, with 
pictures C and D being in between. With respect to the maxim of quantity (Grice 
1975) the sentence The fireman is holding a hose is most informative wrt picture 
A, and least informative wrt picture E. Besides the mentioned event, Picture E 
displays another character (the policeman) who performs the same action as the 
fireman. Moreover, in picture E the fireman performs a second activity, i.e. holding 
a ladder. Thus, there are at least three pieces of information depicted in picture E 
that are not verbally expressed in the test sentence. Therefore, with respect to the 
maxim of quantity the sentence The fireman is holding a hose is underinformative 
with respect to picture E. In picture A, the police man is also present, but no other 
activities are portrayed. As a result, the degree of underinformativeness of the 
sentence is dependent on the complexity of the picture. If underinformativeness 
effects children’s judgements along a scale of visual informational complexity, we 
would expect the highest acceptance rate for picture A and the lowest acceptance 
rate for picture E.

4.2.1  Participants
Thirty-two 6-year-old German-speaking children (16 girls and 16 boys) partici-
pated in our second experiment (mean age 6;9 years; range 6;6 – 7;0 years). As in 
our first experiment all children are growing up in monolingual German families 
and were recruited from several schools in Potsdam. In addition, 30 adults were 
tested as a control group.

Picture A Picture C Picture D Picture E

Figure 2.  Example of test pictures in Experiment 2

4.2.2  �Material and procedure
A felicity judgement task was developed. In this task children were asked to judge 
whether a given sentence matches a given picture, which was presented simultane-
ously. The picture types A, C, D, E (see Figure 2) and the sentences without nur from 
the stimulus sets used in Experiment 1 (8) served as material for this experiment 
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(cf. Appendix for a complete list of the test items). To balance the sentence-picture 
pairs with respect to the four picture types we added three test sentences and the 
corresponding four picture types. In all, we used twelve test sentences and 48 test 
pictures (twelve for each picture type).

	 (8)	 Der Feuerwehrmann hält einen Schlauch.
		  ‘The fireman is holding a hose.’

Four item lists were created. Each list consisted of twelve test sentences and twelve 
test pictures that were distributed across the four different lists so that no par-
ticipant had to judge one sentence with two picture types of the same set. List 1 
contained picture type A of the fireman example, list 2 contained picture type C, 
list 3 included picture type D and list 4 included picture type E. In addition, four 
supplementary control picture-sentence pairs were added to each list in which a 
sentence’s proposition was not depicted on the picture. For example, for the sen-
tence The woman is walking a chicken the picture showed a women walking a dog 
and a cat and a man who is walking by himself. These items provided clear cases 
of a mismatch between picture and sentence and thus should evoke no-responses. 
All in all each list consisted in 16 sentences and 16 test pictures.

Children were tested after school in their day care center. After introducing a 
puppet the experimenter showed the first picture to the child and read the test 
sentence aloud. Afterwards the puppet asked the child whether the sentence 
matched the picture or not. After the child answered the question the experimenter 
presented the next picture and the experimental procedure was repeated. At the 
beginning of the experiment two practice items were presented: Once prompting a 
yes-response and the other a no-response. This way, children should become aware 
that a no-response could be a correct response. The whole test session lasted for 
about ten to 15 minutes and was audio-taped. The adults of the control group were 
also tested individually.

4.2.3  �Results
Table 2 presents the percentages of sentences that were accepted (yes-responses) as 
felicitous matches to the picture types A, C, D, and E.

The number of yes-responses in both children and adults decreases from the 
least informative picture type A to the most informative picture type E. A 2 
(age group) × 4 (picture type) ANOVA revealed a significant main effect for the 
factor age group (F(1,62) = 9,630; p < .001) and a significant main effect for 
the factor picture type (F(1,62) = 6,072; p < .05) but no interaction between 
the two factors (F(1,62) = .564; p = .455). A paired t-test revealed that children 
accepted picture  type A significantly more often than picture type C (t(31)  = 
3,371; p  <  .01), picture type D (t(31) = 3,127; p < .05), and picture type E 
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(t(31)  = 4,244; p <.001). There were also significantly more yes-responses for the 
picture type C than for type E (t(31) = 2,672; p < .05). No difference was found 
between picture types C–D (t(31) = 1,259; p = .218) and D–E (t(31) = 1,677; 
p = .104). For the group of adults the paired-t-test revealed a significant differ-
ence between picture types A–D (t(31) = 2,982; p < .05) and A–E (t(31) = 3,374; 
p < .05) but not between picture types A–C (t(31) = 1,923; p = .064). Furthermore 
the t-test showed a significant difference between picture types C–D (t(31)  = 
2,868; p < .05) and picture types C–E (t(31) = 3,371; p < .05). No difference was 
found between picture types D–E (t(31) = 1,249; p = .221).

In summary, both groups rated the picture types A, C, D, and E differently 
according to their assumed complexity of additional information, and children 
rejected all picture types much more often than adults.

4.2.4  Discussion
The results of our second experiment suggest that children as well as adults 
are affected by the informational complexity of a picture when they have to decide 
whether a sentence matches a picture. The sentence-picture pairs were judged better 
matches when the degree of underinformativeness of the sentence wrt the picture is 
small. Overall the amount of no-responses given by children is higher than by 
adults. This suggests that children might be even more affected by the degree of 
underinformativeness of the sentence than adults. Obviously children expect that 
sentences are maximally informative about the depicted events. For the same 
assumption see also Paterson et al. (2006).

Most importantly, these results clearly indicate that 6-year-old children do not 
generally ignore information that is only visually present. Our results indicate that 
this kind of information is relevant in children’s evaluation of how well a sentence 
describes a given situation. Thus, they seem to adhere to the maxim of quantity 
(Grice 1975). In other words, children’s judgment of a sentence-picture match 
is not purely based on the match between the sentence’s proposition and the 
picture, because in this case all four types of pictures would have been judged 
alike. The fact that children’s reaction to the pictures was significantly different 
suggests that they are sensitive to the (pragmatically flavoured) felicity of a sen-
tence wrt a picture. This finding casts doubt on the assumption that children’s 
responses to sentences with focus particles found in Experiment 1 resulted from 

Table 2.  Percentages of yes-responses for children and adults

Picture type A Picture type C Picture type D Picture type E

Children 88% 76% 65% 58%
Adults 100% 93% 81% 79%
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children’s ignorance of information that is not explicitly mentioned. We will come 
back to this in the general discussion.

Interestingly, the rejection pattern of children and adults were not the same. 
For adults, the four picture types were split in two groups: picture types A and C as 
one group, and picture types D and E as the second group. Type A/C was accepted 
significantly more often than type D/E. In contrast, the children showed a more 
gradual response pattern. A closer examination of the adult responses shows that 
they pattern according to the presence or absence of a second object attributed 
to the subject mentioned in the sentence (the fireman in our example). Presence 
or absence of an object attributed to the second protagonist, in contrast, does 
not seem to influence the acceptance. This suggests that the concept of underin-
formativeness is different for children and adults. For children every person or 
object present in a picture but not mentioned in the verbal discourse increases the 
underinformativeness of the sentence in that case. For adults underinformative-
ness seems to relate only to the subject of the sentence. Further evidence for this 
difference is the fact that children rejected picture type A, which only shows an 
additional protagonist, as not matching the sentence in 12% of the cases, while all 
adults accepted that picture. The behavior of the adults might be explained within 
Rooth’s (1992) account of Alternative Semantics. A central claim of this proposal is 
that focus in general indicates the presence of alternatives that are relevant for the 
interpretation of a linguistic expression. The sentences presented in this experi-
ment were prosodically unmarked, i.e. the nuclear stress was on the utterance’s 
final element, the object of the sentence (cf. Cinque 1993). This prosodic marking 
supports a reading of the sentence in which the object is the focused constituent 
of the sentence that may turn the hearer’s attention to the set of alternatives that 
consisted of the second object held by the protagonist (the ladder in our example). 
This assumption could be tested by changing the focus of the sentences to the sub-
ject, for instance by prosodic highlighting. If our hypothesis is correct we would 
expect a change in the adults’ response pattern but not in the children’s.

5.  General discussion

The aim of the present study was to determine how German-speaking children 
interpret sentences with and without the focus particle nur. The first experiment 
replicated the findings of Paterson et  al. (2003) for German-speaking children. 
Children seem to assign the same reading to sentences with and without the 
focus particle nur. The error pattern observed did not provide any evidence that 
misconstrued scope restrictions are the basis for children’s difficulties in the 
interpretation of sentences with the focus particle nur. In contrast, the similarity 
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of the response patterns for sentences with and without nur is compatible with the 
Paterson et al.’s assumption that children do not implement the set of alternatives 
in their actual discourse model when interpreting sentences with nur in isolation.

Experiment 2 tested whether children are unable to integrate information into 
the discourse model that is not explicitly given in the verbal context and has to be 
inferred from the visual context. The results of this experiment indicate that chil-
dren do not ignore information provided only visually. In addition, we found that 
visual information influenced children’s decision about how well a sentence matched 
a given picture. In sum, the results of the second experiment suggest that children’s 
failure to integrate the information signalled by the focus particle into their current 
discourse model as shown in our first experiment is not due to a general problem in 
implementing information that is not verbally introduced in the discourse.

The comparison of children’s responses in the two experiments suggests that 
children responded differently when asked to judge the felicity of the sentence 
without nur given the four picture types. Whereas in Experiment 1 these four 
pictures were judged to match the sentences without nur in almost all of the cases, 
there were much fewer match responses for the same pictures and the same 
sentences in Experiment 2 (see Table 3).

We suggest that this discrepancy is rooted in the differences in the procedures 
that were used in the two experiments. In Experiment 1 we used a picture-selection 

Table 3.  Comparison of the match responses for pictures A, C, D, and E 
in Experiment 1 and 2

Picture

A C D E

Sentences  
without nur

Experiment 1 99% 98% 97% 98%

Experiment 2 88% 76% 65% 58%

task: The child saw six pictures at once and was asked to “point to the pictures that 
matched the sentence”. Hence, the formulation of the task or more precisely the 
use of plural noun ‘pictures’ may have signalled to the child that she could or had 
to point to more than one picture in order to solve the task correctly. In contrast, 
in Experiment 2 we used a felicity judgement task: The child saw only one picture 
and was asked to judge whether the given sentence matched the picture or not.

A central question of our study is why children seem to ignore the meaning of 
nur when interpreting sentences with this focus particle. In the following, based on 
the results for Experiment 2, we propose an alternative account to Paterson et al. 
(2003) that relates children’s performance in our first experiment (as well as in the 
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Paterson et al. study) to methodological aspects of that study. The task in Experi-
ment 1 called on the participants to draw pragmatic inferences. Importantly, the 
nur-sentences were not embedded in a verbal context motivating the use of the 
focus particle. Instead, the information licensing the use of the focus particle in 
the test sentence was contained in the visual stimulus. Thus, children had to infer 
the set of alternatives from the picture. The focus particle in the sentences may 
not have served as a cue for the children to search for a set of alternatives within 
this test situation, as was obviously the case for the adults. The test situation, i.e. 
the presentation of the nur-sentence together with a set of six pictures, obviously 
did not suffice to make the children understand why the focus particle is used. 
Consequently, the children were not able to establish the discourse model, which 
was intended by the experimental set up, solely on the basis of the visual informa-
tion. Based on this assumption, we are led to conclude that the investigation into 
children’s ability to interpret sentences with a focus particle was confounded by 
the requirement to (re)construct an appropriate discourse model.

Our assumption is in line with the discussion on the probable impact of the 
requirements of a given task on children’s performance when interpreting scalar 
terms (cf. Noveck & Sperber 2004). In this field the discussion concentrates on 
the extent to which experimental settings provide an adequate verbal context for  
the use of a scalar term in a given utterance (cf. Noveck & Sperber 2004; Papafra-
gou & Musolino 2003). Papafragou & Musolino (2003) and Papafragou & Tanta-
lou (2004) compared children’s comprehension of scalar implicatures when the 
sentences were presented with and without an appropriate verbal context. They 
found that 5-year-old children performed better when the scalar term was embed-
ded and motivated by a verbal context.

In the case of focus particles, a felicitous use moreover depends on the spe-
cific kind of verbal context. Gualmini et al. (2003), for example, embedded the 
focus particle test sentences in a short story, which was read aloud and acted out 
by the experimenter in front of the child. As mentioned before, children showed 
difficulties when interpreting sentences like (9a) where the related constituent 
of only is the direct object. In the Gualmini et al. study the question What hap-
pend in the story? directly preceded the only-sentence. However, Papafragou & 
Tantalou (2004) pointed out that this type of question is too general for licensing 
the use of quantifying expressions. Likewise, we suggest that this question does 
not licence a felicitous use of a focus particle in a sentence like (9a). The question 
What happened in the story? is felicitous if the questioner has no specific knowl-
edge about the story. The answer to this question is characterized by wide focus 
with elements on the right periphery carrying the nuclear stress (Cinque 1993). 
Thus, (9a) with an accented direct object does not provide an adequate answer to 
the question.
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	 (9)	 What happened?
		  a.	 ? The farmer only sold a [BANANA]rc to Snow White.
		  b.	 The farmer only sold a banana to [SNOW WHITE]rc.6

From this point of view children’s tendency to interpret sentence (9a) as having 
the meaning of sentence (9b) as found by Gualmini et al. (2003) might be due to the 
fact that the children were aware of this mismatch between the question and the 
prosodic pattern of the test sentence.

To conclude, our study aimed at a better understanding of how children interpret 
sentences with (and without) focus particles. In Experiment 1 we replicated the 
study by Paterson et  al. (2003) and found that the German-speaking children 
behaved like their English-speaking peers. The 6-year-olds did not seem to inte-
grate the set of alternatives into their current discourse model when the set of alter-
natives was not introduced in the verbal context. As the same design yielded the 
same pattern of results, crosslinguistic differences between English and German 
in the syntactic restrictions for focus particles did not seem to play a role in inter-
preting the focus particle sentences. Therefore, we predict that instantiating a set 
of alternatives based upon accommodating implicit information to be a challenge 
at age 6 across languages.

Second, our findings in Experiment 2 suggest that children’s inability to inte-
grate this information in the discourse model in Experiment 1 is not caused by 
the fact that this information was not verbally introduced in the discourse. Chil-
dren did not ignore the information visually present in the pictures, without being 
mentioned in the verbal discourse. Hence, we claim that children’s difficulties 
observed in Experiment 1 may be caused by an insufficient activation of the set of 
alternatives on the child’s part. Possibly children’s performance would increase if 
the focus particle sentence is embedded in a verbal context, which introduces the 
set of alternatives and thus established it in the discourse. This is tested in ongoing 
work (Müller, in prep.).
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Appendix A

(Nur) das Mädchen streichelt (nur) ein Pferd.
‘(Only) the girl is (only) stroking a horse.’
(Nur) der Mann trägt (nur) eine Tasche.
‘(Only) the man is (only) carrying a briefcase.’
(Nur) der Junge angelt (nur) einen Fisch.
‘(Only) the boy is (only) catching a fish.’
(Nur) der Hund jagt (nur) eine Katze.
‘(Only) the dog is (only) chasing a cat.’
(Nur) der Postbote bringt (nur) einen Brief.
‘(Only) the postman is (only) delivering a letter.’
(Nur) die Frau schiebt (nur) einen Kinderwagen.
‘(Only) the woman is (only) pushing a pram.’
(Nur) der Junge hält (nur) einen Drachen.
‘(Only) the boy is (only) holding a kite.’
(Nur) der Junge spielt (nur) mit einem Ball.
‘(Only) the boy is (only) playing with a ball.’
(Nur) der Feuerwehrmann hält (nur) einen Schlauch.
‘(Only) the fireman is (only) holding a hose.’

Appendix B

Test sentences
Das Mädchen streichelt ein Pferd.
‘The girl is stroking a horse.’
Der Mann trägt eine Tasche.
‘The man is carrying a briefcase.’
Der Junge angelt einen Fisch.
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‘The boy is catching a fish.’
Der Hund jagt eine Katze.
‘The dog is chasing a cat.’
Der Postbote bringt einen Brief.
‘The postman is delivering a letter.’
Die Frau schiebt einen Kinderwagen.
‘The woman is pushing a pram.’
Der Junge hält einen Drachen.
‘The boy is holding a kite.’
Der Junge spielt mit einem Ball.
‘The boy is playing with a ball.’
Der Feuerwehrmann hält einen Schlauch.
‘The fireman is holding a hose.’
Der Junge hält einen Hammer.
‘The boy is holding a hammer.’
Der Mann trägt einen Korb.
‘The man is carrying a basket.’
Die Krankenschwester trägt einen Eimer.
‘The nurse is carrying a bucket.’

Control sentences
Der Weihnachtsmann bringt einen Roller.
‘Santa Claus is bringing a scooter.’
Die Katze spielt mit einer Puppe.
‘The cat is playing with a doll.’
Der Polizist stoppt einen Fahrradfahrer.
‘The policeman is stopping a cyclist.’
Die Frau spaziert mit einem Huhn.
‘The woman is walking with a chicken.’
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This paper reports data from 17 adult and 141 child Hebrew-speakers from 
experiments testing knowledge of the semantics and pragmatics of coordination, 
using a variant of the Truth-Value Judgment Task (Crain & Thornton 1998). 
Adults showed uniformity in judgments of semantic meaning, the  
truth-conditions of conjunction (ve/’and’, aval/’but’) and disjunction (o/’or’) 
and the non truth-conditional contrast associated with aval/’but’. By contrast, 
judgments of the pragmatic meanings, the scalar quantity implicatures associated 
with the use of disjunction, and the pseudo-scalar quantity implicature associated 
with the use of aval/’but’ implicatures, varied. Children from the age of 5 
showed uniform adultlike knowledge of semantic, truth-conditional meaning, 
while the non-truth-conditional semantic and pragmatic meanings were 
not demonstrated even at the age of 9;6. I argue that it is uniformity which 
distinguishes semantics from pragmatics for adults. For children, it has been 
argued that earlier acquisition distinguishes semantics from pragmatics 
(e.g. Hyams 1996). I argue that the distinction between semantic and pragmatic 
meanings in age of acquisition is a reflection of the relational complexity of 
these meanings, for instance as measured by Halford, Wilson & Philllips’ (1998) 
relational complexity metric, and is not related to their classification as semantic 
or pragmatic meaning.
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1.  �Introduction

This paper discusses the proposal that response uniformity is a characteristic 
distinguishing semantic from pragmatic meaning in psycholinguistic experi-
ments. Furthermore, the uniformity of adult responses, or lack thereof, is a 
crucial factor in interpreting child acquisition data for which adult behavior 
is the reference point. Only when uniform adult responses are obtained can a 
clear target for acquisition be identified. Adult and child experimental data on 
Hebrew coordination are used to support this proposal.

By response uniformity I refer to 100% or near 100% consistency of responses 
on experimental tasks, both within-individuals and between-individuals. This 
proposed experimental criterion is predicted by a theoretical distinction between 
(compositional) semantics and pragmatics. Semantic meaning has been char-
acterized as arbitrary, context independent, constant meaning (e.g. Grice 1975; 
Horn 1991; Levinson 2000). Thus by definition, given the speakers’/hearers’ 
familiarity with the standard arbitrary meaning of an expression, this semantic 
meaning does not vary with context, and should not be dependent on the individ-
ual knowledge or personality of the speaker or hearer. This leads to the premise that 
responses to semantic psycholinguistic tasks should not vary between-individuals. 
Furthermore, the constant nature of semantic meaning renders it resistant to con-
textual influences such as those that vary with experimental item or experimental 
task. This leads to the second premise, specifically that responses to semantic 
psycholinguistic tasks should not vary within individuals.

Pragmatic meaning, on the other hand, has been characterized as non-arbitrary, 
context dependent, variable meaning (e.g. Grice 1975; Horn 1991; Levinson 
2000). This characterization leads to premises directly opposed to those suggested 
for semantics. As this meaning is arbitrary and in the case of pragmatic impli-
catures, is calculated for each usage of an expression, variability of calculation is 
likely. Hence, it follows that pragmatic responses in psycholinguistic experiments 
will show between-individual variability. The context dependence of pragmatic 
meaning is directly translated into sensitivity to specific experimental item effects 
and task effects. This leads to the proposed premise that responses to pragmatic 
psycholinguistic experiments will show variability within-individuals.1

A possible exception to this proposal is the case of Generalized Conversa-
tional Implicatures (hereafter, GCIs, e.g. Levinson 2000). These implicatures are 
considered to be the default interpretation of an utterance and as such should 

.  It could be argued that within individual variability is a result of task difficulty or ‘guessing’. 
This point will be discussed in detail below.
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be calculated uniformly. However, these implicatures remain context depen-
dent in that they are cancelled in particular contexts. Non-uniformity for these 
implicatures can then be seen across contexts, i.e. there is a predicted lack of 
uniformity between the responses to the same utterance in a default versus a 
particularized context.

The data I bring to support these premises come from the (compositional) 
semantics and pragmatics of (Hebrew) coordination.2 Specifically, I investigated 
adult and children’s knowledge of the semantic (truth-conditional and non-truth-
conditional) meaning of ve/and, o/or and aval/but, and the pragmatic implicature 
which leads to the preference of the exclusive (over the inclusive) interpretation of 
disjunction. Note that I argue that the non-truth-conditional contrastive meaning 
of aval/but is semantic; this is elaborated on below.

The paper is organized as follows: in Section 2 I briefly review the compo-
sitional semantics of conjunction and disjunction and related implicatures, in 
Section  3 I present the experimental hypotheses and predictions, in Section  4 
I describe the experiments carried out, Section 5 reports the results, Section 6 
discusses the adult results in the context of the premises brought in this intro-
duction and the implications for interpreting the child data, Section 7 discusses 
these results in the context of cross-linguistic semantic and pragmatic research, 
with an emphasis on adult data, Section  8 discusses the relationship between 
theoretical and experimental distinctions between semantic and pragmatics, and 
Section 9 summarizes and concludes the paper.

2.  �(Some of) the semantic and pragmatic meanings of coordination

2.1  �Truth-conditional semantic meaning

The (compositional) semantics of coordination can be roughly divided into truth-
conditional and non-truth-conditional meaning. Note that a distinction is made 
here between lexical and compositional semantic meaning. Lexical meaning is 
restricted to the meaning associated with a word without reference to how this 
meaning interacts with other word-meanings in a phrase or sentence. By con-
trast, compositional semantic meaning deals with the rules of how word mean-
ings interact in a phrase or sentence. Often, formal logical methods are used to 
describe compositional semantic meaning. Thus, in accordance with traditional 
analyses, truth-conditional meaning of the coordinators parallels the Boolean 

.  The experiments were carried out in Hebrew. However, I expect the same response 
patterns for these phenomena to be observed cross-linguistically.
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definitions of conjunction and disjunction (e.g. Keenan & Faltz 1985). As such the 
truth-conditions of disjunction include the truth-conditions of conjunction and 
conjunction entails disjunction, but not vice versa. This circumstance results in 
the scale 〈conjunction, disjunction〉 or as can be translated into natural language, 
in our case 〈ve/and, o/or〉. This relationship is illustrated in (1).

	 (1)	 Example of truth-conditional meaning of conjunction and disjunction
		  a.	 Conjunction
			   Utterance: Cookie Monster eats cookies and cake.
			�   Truth-conditions: It is true that Cookie Monster eats cookies and it is 

also true that Cookie Monster eats cake.
		  b.	 Disjunction: Cookie Monster eats cookies or cake.
			   Truth-conditions:
			   i.	 Cookie Monster eats cookies (and doesn’t eat cake).
			   ii.	 Cookie Monster eats cakes (and doesn’t eat cookies).
			   iii.	 Cookie Monster eats cookies and also eats cake.

2.2  �Pragmatic meaning

The semantic scale provides the necessary conditions for a scalar quantity impli
cature to be calculated so that the use of disjunction leads the hearer to calculate 
that the use of conjunction is prohibited as false (at least as far as the speakers 
knows). This implicature, exemplified in (2), is the pragmatic meaning investi-
gated in the current study.

	 (2)	 Example of scalar implicature of disjunction
		  Utterance: Cookie Monster eats cookies or cake.
		�  Implicature calculated by hearer: To the best of the speaker’s knowledge, 

Cookie
		�  Monster eats cookies (and not cake) or Cookie Monster eats cake (but not 

cookies) but he does not eat both.
		�  Calculation: If the speaker knows that Cookie Monster eats both cake and 

cookies it would be more felicitous (based on the maxim of quantity) to use 
‘and’ and not ‘or’.

Note that the pragmatic meaning of coordinators is not limited to this implicature. 
Other pragmatic inferences include non-scalar quantity implicatures (such as 
temporal sequence), relevance implicatures and clausal implicatures.

2.3  �Non-truth-conditional arbitrary meaning

A further part of the meaning of coordinators is the contrast associated with 
aval/but. This meaning has been alternatively considered a conventional implica-
ture (e.g. Grice 1975) or presupposition (e.g. Winter & Rimon 1994) or even an 
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‘impliciture’ (Bach 1994). This type of phenomena is often placed on the border 
between semantics and pragmatics. I argue that based on the distinguishing theo-
retical characteristics given above, as an arbitrary, context independent, constant 
meaning this contrast should be seen as semantic. However, this meaning is not 
truth-conditional, i.e. the truthful use of the term aval/but is dependent on this 
meaning holding in the world or a model of the world, only to the extent that aval/
but means the truth-conditions of conjunction. In other words, the truthful use 
of aval/but requires that the coordinated conjuncts both be true. In opposition to 
this, the contrastive meaning of aval/but, that part of its meaning that contrasts the 
conjuncts, does not affect its truth-conditions. In other words, even if the conjuncts 
are not contrasted, the coordination will be considered true. In this latter case the 
conjunction may be rejected, but not on the grounds of its being false. The sug-
gested criterion of experimental response uniformity can be used to settle the clas-
sification of the contrast of aval/but. The contrastive meaning is illustrated in (3).

	 (3)	 Illustration of the contrast of aval/but
		  Utterance:	 haish	 hixlik	 aval lo	 nafal
			   ‘the man	 slipped	 but	 didn’t	 fall’
		�  Conventional implicature: There is a contrast between slipping and not 

falling.

I return to the issue of the semantic versus pragmatic classification of this type of 
meaning in the discussion of the experimental results below.

By taking the theory that uniformity distinguishes semantic meaning from 
pragmatic meaning experimentally, and applying this theory to (Hebrew) coordi-
nation, hypotheses and predictions can be formulated. These are presented in the 
following section.

3.  �Hypotheses and predictions

3.1  �Hypotheses and predictions for adults

The underlying idea I suggest is that the theoretical difference between semantics 
and pragmatics translates into an experimental difference, that is, adult responses 
to semantic experiments will be uniform while adult responses to pragmatic 
experiments will be non-uniform. This is expressed in (4).

	 (4)	 Hypothesis 1:
		  Semantic tasks yield uniform responses within and between individuals.
		  Hypothesis 2:
		�  Pragmatic tasks yield non-uniform responses within and between  

individuals.
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In addition, I propose the theoretically motivated hypothesis that the contrast of 
aval/but is semantic since it is arbitrary, non-cancellable, context independent 
meaning. This hypothesis appears in

	 (5)	 Hypothesis 3:
		  The contrastive meaning associated with aval/but is semantic.

Predictions regarding the semantics and pragmatics of coordination follow from 
these hypotheses. Hypothesis 1 (and 3) leads to Predictions 1 and 2, presented in 
(6), while Hypothesis 2 leads to Prediction 3, presented in (7).

	 (6)	 Predictions for adult behavior on the semantics of coordination
		  Prediction 1: 	�Adults will uniformly reject false coordinations (conjunctions 

and disjunctions).
		  Prediction 2:	� Adults will uniformly reject true non-contrastive coordina-

tions using aval/but.

	 (7)	 Predictions for adult behavior on the pragmatics of coordination
		  Prediction 3:	 Adults will reject infelicitous coordinations non-uniformly.

3.2  �Hypotheses and predictions for children

When carrying out child acquisition studies, adult behavior serves as the stan-
dard. To this end, the children’s responses are classified as ‘adultlike’ or ‘non-
adultlike’ rather than ‘correct’ or ‘incorrect’. In the case where adults give clear 
and uniform responses, adultlike (‘‘correct’’) behavior is defined as adultlike uni-
formity. However, in the case where adults give non-uniform responses, how will 
adultlike ‘correct’ behavior be defined?.

It has been previously suggested (e.g. Hyams 1996) that age of acquisition dis-
tinguishes semantics from pragmatics in child language. In this model, language 
is considered to be comprised of three main components: lexicon, grammar and 
pragmatics. The grammatical component includes morphology, syntax, compo-
sitional semantics and phonology. Compositional semantic meaning, as part of 
grammar, is predicted to develop early (if it is not innate, as some versions of the 
theory propose). This is particularly the case when we consider those parts of 
compositional semantic meaning which appear to be (virtually) universal, such 
as conjunctive and disjunctive meaning (see Chierchia, Crain, Guasti & Thornton 
1998). On the other hand pragmatic meaning and lexical meaning, external to 
the grammar are predicted to develop later, exactly when depending on general 
cognitive processes. Hence, there may be found an interaction between lexical and 
pragmatic development in early acquisition, where early words are restricted to 
specific contexts (e.g. Clark 1993; Bloom 2000).
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Of course, if the adult pragmatic behavior is inconsistent, this second prediction 
becomes very difficult to falsify. In other words, when children are inconsistent in 
their responses to pragmatic tasks, is this a reflection of non-adultlike knowledge 
or of adultlike non-uniformity?

I have previously suggested an alternative hypothesis, whereby child knowl-
edge of semantics and pragmatics are not distinguished by age/order of acquisi-
tion, rather, both semantic and pragmatic knowledge develop in accordance with 
a general cognitive ability to process complex relations (e.g. Paltiel-Gedalyovich 
2003).3 The truth-condition of conjunction and disjunction are analyzed as ternary.4 
Ternary level relations are predicted to be mastered by 5 years (Halford et al. 1998), 
thus the predicted age of acquisition for the truth-conditions of the coordinators is 5. 
This is summarized in (8).

	 (8)	 Hypothesis 4:
		�  The truth-conditional meanings of conjunction and disjunction are ternary 

level relations.
		�  Prediction 4: 5-year-old children who are able to process ternary level rela-

tions will reject false coordinations uniformly.

.  A full explanation of this analysis is beyond the scope of this paper. The interested reader 
is referred to Halford et al. (1998) for a full description of the relational complexity metric and 
to Paltiel-Gedalyovich (2003) and Paltiel-Gedalyovich & Schaeffer (2004) for the application 
of the metric to coordination. For the purposes of the current discussion, suffice to say that 
in applying this metric to all types of linguistic knowledge, lexical, compositional semantic 
and pragmatic meaning are all considered as relations which can be analyzed for complexity 
level. This particular analysis is not crucial to the argument that compositional semantic, as 
opposed to pragmatic, responses are uniform. The metric does serve to explain developmental 
difficult of various phenomena and thus clarify when children’s responses are non-uniform for 
developmental reasons and when because they have adultlike variability in pragmatic tasks.

.  The analysis of the complexity of conjunction/disjunction is as follows:

–	� The truth value of the coordinated sentence derives from the truth-values of each of the 
conjuncts/disjuncts.

–	� The relationship between the truth values can be seen as an ordered set. For conjunction 
this set is 〈T,T,T〉 where the first two values represent the truth-values of the conjuncts 
and the third the value of the coordinated sentence. This is a binary function having 
ternary level difficulty.

For disjunction, a superset of ordered sets can be envisaged {〈T,F,T〉, 〈F,T,T〉, 〈T,T,T〉} where 
again, each possibility is a binary function having ternary level difficulty. This analysis of 
conjunction differs from that proposed by Halford et al. (1998). 
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The application of the relational complexity metric to the contrast of aval/but 
results in a quaternary level relation.5 Quaternary level relations are predicted to 
be mastered by 11 years (Halford et al. 1998). Thus, children will not achieve the 
uniform adultlike rejection of non-contrastive coordinations using aval/but until 
the age of 11 years. This is summarized in (9).

	 (9)	 Hypothesis 5:
		  The contrast of aval ‘but’ is quaternary� (Paltiel-Gedalyovich, 2003)
		  Prediction 5:	� 11 year-old children who are able to process quaternary level  

relations will reject true non-contrastive coordinations using 
aval/but uniformly.

Regarding non-uniform adult pragmatic responses, I could adopt the adult pre-
diction as the target, resulting in the hypothesis and prediction suggested in (10).

	 (10)	 Hypothesis 6:
		�  Child responses in experiments testing pragmatic knowledge will be  

non-uniform.
		  Prediction 6:	 Children will reject infelicitous coordinations inconsistently.

Using the relational complexity metric provides a possible framework for inter-
preting child data in the face of inconsistent adult data. By providing an inde-
pendent analysis of the difficulty of different meaning relations, the metric can 
help distinguish children’s non-uniformity resulting from adultlike variability 
for pragmatics from non-uniformity resulting from lack of adultlike pragmatic 
knowledge. I return to this central issue below.

.  A full description of the application of the metric is beyond the scope of this paper, the 
interested reader is referred to Paltiel-Gedalyovich (2003). Briefly, the analysis makes use of 
Winter’s & Rimon’s (1994: 377) formalization of the contrast: “Contrast relation of aval/but -A 
proposition r establishes contrast between two (ordered) propositions p and q iff ◊(p → ¬r) ∧ 
(q → r) is true. This relation is denoted by Qr(p,q).” is as follows:

–	 Processing of the contrast relation of aval/but.
–	 Existential quantification over r (unary function)
–	 Negation of r (unary operation)
–	 Material implication (p → r) (binary operation)
–	 Possibility operator ◊(p → ¬r) (unary function)
–	 Material implication (q → r) (binary operation)
–	� Conjunction of result of second and third steps (binary operation of unary function 

and binary operation resulting in quaternary level relation)
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4.  �The experiment

The experimental conditions described here were part of a larger experiment 
into adult and child knowledge of the semantics and pragmatics of coordination 
reported in Paltiel-Gedalyovich (2003). Only those conditions bearing on the 
present argument are presented.

4.1  �The task and materials

The task was a Truth/Felicity-Value Judgment task adapted from Crain & Thornton 
(1998). Note that in the case of a semantic judgment the task involves judgment 
of truth, while in the case of the pragmatic judgment, the task involves judgment 
of felicity. In the case of the non-truth-conditional contrast of aval/but what is 
being judged is not clear cut. On one hand, use of aval/but when there is no con-
trast between the conjuncts does not render the coordinated sentence false, on 
the other hand, it is not clear that the speaker who utters such a coordination is 
being infelicitous. For current purposes I group these judgments with the truth-
judgments. Note that I assume that participants are unaware as to whether they 
are judging truth or felicity.

Participants were individually presented with color pictures.6 These were 
first described by the experimenter, in the presence of a puppet.7 The puppet 
then described the picture using a coordinated sentence. The participant then 
judged the puppet’s description for truth/felicity. Participants were also asked to 
‘teach’ the puppet by providing an improved description. These corrections were 
used to verify the motivation for participants’ judgments but were not used for 
quantitative analysis.

There were 10 target items and 5 control items per condition.

4.1.1  Condition 1
Condition 1 investigated knowledge of the truth-conditions of ve/and. The 10 
experimental items were false coordinations describing color pictures, the 5 con-
trol items were true descriptions using coordinations. The predicted responses are 

.  The pictures were prepared using the Sesame ARTWorkshop (1995) software program.

.  The puppet was used to facilitate responses from the young children who participated in 
the same experiment. The use of the puppet with older children and adults was maintained 
in the interest of retaining the same procedures for all participants. The use of this device was 
explained to the older participants as necessary since the same experiment was to be carried 
out on younger children. These older participants accepted the ‘childish’ ploy and the accom-
panying explanation.
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uniform rejection of the experimental items and uniform acceptance of the control 
items. A sample experimental item is presented in (11).

	 (11)	 Condition 1 – experimental item
Picture stimulus:6

Puppet: arik
‘Ernie

oxel tapua vebanana
eats (an) apple and (a) banana.’  

4.1.2  Condition 2
Condition 2 investigated knowledge of the truth-conditions of o/or. The 10 experi-
mental items were false disjunctions describing color pictures, the 5 controls were 
true descriptions using conjunctions. True conjunctions rather than true disjunc-
tions were used to avoid the complication of rejection on pragmatic grounds. The 
predicted responses are uniform rejection of the experimental items and uniform 
acceptance of the control items. A sample experimental item is presented in (12).8

	 (12)	 Condition 2 – experimental item 
Picture stimulus:6,8

Puppet: elmo
‘Elmo

o tsiporet oxlim
or Bigbird are eating

avatiax
watermelon.’.

4.1.3  Condition 3
Condition 3 investigated knowledge of the contrast associated with aval/but. The 
10 experimental items were true non-contrastive conjunctions describing color 
pictures, using aval/but, the 5 controls were true contrastive conjunctions. The 
predicted responses for adults are uniform rejection of the experimental items and 
uniform acceptance of the control items. This prediction follows from the hypoth-
esis that this contrast is semantic and therefore should yield uniform responses.  
A sample experimental item is presented in (13).

.  It has been suggested to me that this picture invites a variety of descriptions, aside from 
the coordination which the puppet presents for judgment. Although other descriptions 
would certainly be true of this picture, rejection of the puppet's description when occurring 
was explained by negation of the coordinaton, as evidenced by the corrections offered to the 
puppet. In an expressive task it would certainly be necessary to refine the picture stimuli.
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	 (13)	 Condition 3 – experimental item
Picture stimulus:6,8

Puppet: ugi�etset
‘Cookiemonster

ohev ugiyot
loves cookies

aval
but

hu
he

oxel
eats

harbe
a lot.’

4.1.4  Condition 4
Condition 4 investigated knowledge of the scalar implicature associated with dis-
junction. The 10 experimental items were true disjunctions describing color pictures, 
where both disjuncts are true, the 5 controls were false descriptions using disjunc-
tions. The predicted responses for adults are non-uniform rejection of the experi-
mental items and uniform rejection of the control items. A sample experimental 
item is presented in (14).

	 (14)	 Condition 4 – experimental item
Picture stimulus:6

Puppet: tsiporet
‘Bigbird

loveshet
wears

meil
a coat

o
or

tseif
a scarf.’

4.1.5  Condition 5
Condition 5 investigated knowledge of the pragmatic non-scalar implicature 
associated with contrastive conjunction. The 10 experimental items were true 
contrastive conjunctions describing color pictures, using ve/and, the 5 controls 
were false conjunctions. The predicted responses for adults are non-uniform 
rejection of the experimental items and uniform rejection of the control items. A 
sample experimental item is presented in (15).

	 (15)	 Condition 5 – experimental item
Picture stimulus:6

Puppet: arik
‘Ernie

glida
ice cream

ohev
loves

vezorek
and throws it

ota la pax
in the bin.’

4.1.6  Condition 6
Condition 6 investigated the possibility of cancellation of the scalar implicature 
associated with disjunction. The 10 experimental items were true disjunctions 
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describing color pictures, where both disjuncts are true, in a special context of 
doubt. The 5 controls were true disjunctions with one true disjuncts, under the 
same special context of doubt.9 The predicted responses for adults are non-uniform 
acceptance of the experimental items and non-uniform acceptance of the control 
items. A sample experimental item is presented in (16).

	 (16)	 Condition 6 – experimental item
Picture stimulus:6

Puppet [hiding]: wai shaxaxti, eix ani ezkor bli lehistakel … ulay, ulay
     ani zoxeret,ulay arik mesaxek ba xevel o bakadur?
‘Oh, I forgot, how can I remember without looking … Maybe, maybe
     I remember, maybe Ernie’s playing with a rope or with a ball?’

4.2  �Participants

Participants were 17 monolingual Hebrew speaking adults and 141 monolingual 
typically developing children. The children were divided into seven age groups. 
These groups were 3-year-olds (n = 17), 4-year-olds (n = 31), 5-year-olds (n = 11), 
6-year-olds (n = 6), 7 year-olds (n = 20), 8-year-olds (n = 21) and 9-year-olds (n = 19). 
There were roughly equal numbers of girls and boys in each age group.

5.  Results and discussion

Results for adults and children are presented separately for semantic and prag-
matic meaning. Results for all groups for all conditions are summarized in Table 1.

Note that in Table 1 the results are presented as percent acceptance of stim-
uli, where the prediction for conditions 1, 2, and 3 is that stimuli will be rejected 

.  This context is phrased in a downward entailing environment to facilitate cancellation of 
the scalar implicature. In retrospect the controls were not appropriate and should probably 
have been presented as experimental items in a separate condition. However, as the experi-
mental items of conditions 3, 4, and 5 and their controls were randomly presented, this is 
not considered to have bearing on the experimental results, especially not with regard to the 
specific question of response uniformity under discussion.

This condition becomes especially important in light of the uniformity of responses actually 
collected for the scalar implicature in condition 4. This condition adds the context that provides 
the variability of responses.
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if participants have knowledge of the compositional semantic knowledge. For 
conditions 3 and 4 the prediction is that stimuli will be rejected if the implica-
tures are calculated, and for condition 6, the prediction is that the stimuli will 
be accepted if the implicature is cancelled. The results in the text are presented 
as percentage accepted or rejected dependent on the condition and varying for 
clarity of the argument.

5.1  �The adult results

The adult results are the test for response uniformity as an experimental criterion 
for distinguishing semantics and pragmatics.

5.1.1  Semantic meaning
As predicted, adults responded uniformly in conditions 1 and 2 testing truth-
conditional semantic meaning of conjunction and disjunction, respectively. They 
rejected false coordinations 98.7% of the time.

Also as predicted, adults responded uniformly in condition 3, testing non-
truth conditional meaning of the contrastive coordinator aval/but, rejecting non-
contrastive coordinations using aval/but 93.7% of the time. The uniformity of the 
responses supports the claim that this contrast is semantic.

5.1.2  Pragmatic meaning
Recall that, in general, performance on tasks testing pragmatic meaning is predicted 
to be non-uniform.

Table 1.  Summary of results for all groups and conditions as percent stimuli accepted

Age 
Group

Conditions

1 
truth  

conditions  
of ve/and

2 
truth  

conditions  
of o/or

3 
contrast  

of aval/but

4  
calculation of 

the GCI of  
disjunction 

5  
calculation 

of the PCI of 
contrastive 
conjunction

6  
cancellation 
of the GCI of 
disjunction

3 16.7 17.8 92.2 89.0 85.0 93.0
4 11.7 20.0 96.2 87.2 80.5 86.8
5 3.0 7.0 97.0 87.5 97.5 90.0
6 1.4 2.9 97.1 85.0 88.3 86.7
7 2.5 2.5 99.5 81.0 96.5 82.0
8 0.0 0.5 85.5 42.5 98.0 41.5
9 0.5 2.0 64.5 48.5 79.5 57.0
Adults 1.3 1.3 6.3 2.9 50.0 25.9
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Adults gave unpredictedly (for pragmatics) uniform responses in condition 4, 
rejecting true disjuncts when both disjuncts are true 97.1% of the time. However, 
recall that the predicted exception to the predicted non-uniformity is the case of 
GCIs. As predicted in condition 6, where the special context was provided, adults 
gave non-uniform responses, rejecting the true disjuncts with both disjuncts true 
only 74.1% of the time. Note that this lack of uniformity does not reflect an arbi-
trary guessing pattern. The adults can be seen as two groups. The first group, 
comprised of the majority of the adults (12 or 70.6%), did not cancel the GCI, 
despite the specialized context and calculated the GCI at least 80% of the time. 
The second group, comprising only two of the adult participants (11.8%), consis-
tently cancelled the GCI in the specialized context.10 On the one hand, this result 
highlights the generalized nature of this implicature and the strong contextual 
changes required to cancel it. On the other hand, this result differs significantly 
(p < 0.05) from the results for the default context, indicating that given a special 
context, the cancellability – or variability – of the implicature can be demon-
strated. Of course the small number of participants in the second group restricts 
conclusions that can be drawn here and further research would strengthen this 
argument. Similar within (adult) group non-uniformity has been found by other 
researchers (see below).

For the non-generalized implicature tested in condition 5, as predicted, adults 
rejected the use of a non-contrastive coordinator, ve/and in a contrastive context 
only 50% of the time. Again, the adult participants can be seen as two distinct 
groups. However, in this case, the groups were of the same size. The first group was 
comprised of seven adults (41.1%) who calculated the PCI at least 80% of the time. 
The second group was comprised of seven adults who accepted the descriptions 
of the stimulus pictures at least 80% of the time, thus indicating that they did not 
calculate the PCI.11

5.2  �The child results

5.2.1  �Semantic meaning
For semantic meaning, the adult results provide a clear target. Thus, the child results 
may be reported not only in terms of percentages, but also in terms of identity/
difference as compared to the adult results.

.  The remaining adult participants did not perform consistently, cancelling the GCI in the 
specialized context less than 80%, but more often than 20% of the time.

.  Here, too, the remaining adult participants did not perform consistently, calculating the 
PCI less than 80%, but more often than 20% of the time.
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As predicted, by 5 years uniform rejection of false conjunctions and dis-
junctions was found (93.0%–97.0%, respectively), i.e. by 5 years children do not 
behave significantly different from adults (F (1,127) = 6.12, MS error = 1.98, 
p < 0.05, for conjunction, and F (7,127) = 5.779, MS error = 1.9235, p < 0.05 
for disjunction).

The contrast of aval/but proved more difficult, as predicted, and even children 
as old as 9;6 years were not adultlike and rejected non-contrastive true conjunc-
tions using aval ‘but’ only 36.5% of the time ((F(1,127) = 57.767, MS error = 5.221, 
p < 0.05).

5.2.2  Pragmatic meaning
As predicted, calculation of the generalized scalar quantity implicature was non-
uniform for children. Even the oldest group, the 9 year olds, rejected true disjunc-
tions having both disjuncts true only inconsistently (40.5% rejection, F(7,115) = 
13.07, MS error = 11.623, p < 0.05). In the case of a specialized context, all children 
calculated the implicature inconsistently (41.5%–93.0% acceptance). Note that 
although the results for the adults were also non-uniform, there was a significant 
effect for age with all age groups calculating the implicature significantly less often 
than the adults (F(7,115) = 8.1999, MS error = 10.496, p < 0.05).

Similarly, calculation of the particularized quantity implicature was non-uniform 
in all child age groups with rejection of contrastive true conjunctions using ve/and 
only very rare even for the 9;6 year olds (10.5% rejection). Although the adult cal-
culation was non-uniform (50.5%), the children’s behavior differed significantly 
form the adults (F(7,115) = 9.364, MS error = 4.461, p < 0.05).

5.3  �Summary of results

As predicted, adults produced uniform responses for conditions addressing 
(semantic) truth-conditional meaning and the contrast of aval/but, thus support-
ing the classification of this contrast as semantic, within the context of the current 
hypothesis. Also as predicted, adults provided non-uniform responses for prag-
matic meaning. For the particularized implicature this is seen in non-uniform cal-
culation within a single condition; for the generalized implicature, this is seen in 
a comparison of the difference between consistent responses in a default context 
and variable responses in a specialized context.

The uniform adult results for semantics provide a clear target for child lan-
guage such that the child data can be seen as adultlike or non-adultlike. Know
ledge of truth-conditional meaning was demonstrated consistently from the age 
of 5 years, while knowledge of the contrast of aval/but was not demonstrated 
even by the oldest children tested. Pragmatic implicatures were calculated only 
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inconsistently by all age groups, but given the non-uniformity of the adult results, 
this result is problematic for interpretation.

6.  �Summary and general discussion

6.1  �Adult response (non)uniformity for semantics and pragmatics

Recall that I hypothesized that adults’ responses in experiments testing semantic 
meaning would be uniform, both within and between participants. When trans-
lated into specific predictions regarding (Hebrew) coordination, this anticipates 
that adults will uniformly reject false conjunctions and disjunctions, since truth 
is a semantic meaning. This prediction was upheld, supporting the semantic 
uniform response hypothesis.

The uniformity of the responses, as well as being experimentally demon-
strable, is theoretically consistent with a characterization of semantic meaning. 
Characteristics of semantic meaning have included arbitrariness/non-calculability, 
context independence, and non-defeasibility (as brought in the introduction 
above). Since the contrast of aval/but is consistent with this characterization, 
the prediction that follows is that experiments into knowledge of this contras-
tive meaning would yield uniform responses from adults. This prediction, too, 
was supported.

The opposite characterization of pragmatics, non-arbitrariness/calculability, 
context dependence and defeasibility (see introduction) is consistent with the 
characteristics of quantity implicatures. This leads to the prediction that adult 
responses to tasks testing this type of meaning should be non-uniform. This pre-
diction too was borne out. For the case of the particularized implicature, the results 
were clearly non-uniform. For the case of the generalized implicature, uniform, 
semantic-like responses were found for the default context, apparently counter-
evidence to the hypothesis of pragmatic non-uniformity. However, this uniformity 
can be explained by the generalized nature of the implicature. Yet, once all con-
texts are considered, i.e. both default and particularized contexts, non-uniform 
responses are obtained, again lending support to the hypothesis.

The primary hypothesis investigated in this paper is that semantic meaning 
by definition is interpreted consistently and therefore yields uniform responses 
when investigated experimentally. By contrast pragmatic meaning is by defini-
tion interpreted inconsistently and therefore yields non-uniform responses when 
investigated experimentally. The data brought from Hebrew coordination sup-
ports this hypothesis. I now turn to the implications of this result for interpreting 
child language data.
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6.2  �Interpreting child responses to tests of semantic and pragmatic meaning

The premise of investigations into child language acquisition is that child language 
can be compared to an adult target and based on this comparison conclusions can 
be made about how closely a child’s language behavior (and therefore grammar) 
resembles the behavior (and grammar) of adult speakers of the language. When 
clear patterns of response are obtained, such as (near) 100% responses of a par-
ticular type to a particular type of test or alternatively (near) 0% responses of a 
particular type, we have a clear model of the adult target, a defined adult behav-
ior and a basis for hypothesizing the adult grammar. On the other hand when 
adult response patterns are inconsistent or non-uniform, it is difficult to derive 
the adult grammar and there is therefore no clear reference point for interpreting 
the children’s results.12

The data brought here suggest an inherent problem in the interpretation of 
child data from experiments into pragmatic behavior. If we take the case of the 
particularized implicature, we cannot tell if the inconsistency of child responses is 
the result of immaturity, i.e. a difficulty in calculating the target implicature, or if 
the inconsistency simply mirrors the adult non-uniformity. It has been argued that 
adult inconsistency is the result of difficulty (e.g. Pouscoulous, Noveck, Politzer & 
Bastide 2007). If this is the case, then clearly there is a point in comparing the child 
data to the adult data and considering how well the children do as compared with 
the adults in the processing of this difficult meaning. We would need to identify 
the source of the difficulty and explain why this difficulty is present in the calcula-
tion of PCIs, for instance, but not in the calculation of GCIs. Recall that for GCIs, 
the adult results are consistent and inconsistency is found across contexts. It would 
be difficult to argue that the context itself provides the difficulty. It could be argued 
that cancellation of a GCI is more difficult than its calculation, and hence the dis-
crepancy between the consistency of responses on the calculation of the GCI and 
its cancellation. However, the question remains as to why the calculation of the 

.  As has been suggested to me by an anonymous reviewer, a (near) 100% criterion for adult 
behavior to be considered uniform may be unrealistic, given that some variability exists in all 
(linguistic) behavior. This level was upheld by the experimental results obtained. Given that 
in those tasks which were (theoretically) clearly semantic, adult responses approached 100%, 
this was taken to be the criterion for uniformity. Admittedly, less consistent responses may 
still be considered uniform. Note, that for the pragmatic tasks, adults who accepted or rejected 
stimulus items 80% of the time were considered to be consistently calculating/cancelling an 
implicature. It is worthy to note however, that this considerably lower level of consistency 
was found for pragmatic meaning, not for semantic meaning. It remains to be seen in further 
investigations of adult semantic knowledge, if the near 100% criterion is realistic or not for an 
experimental situation.
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GCI is consistent while the calculation of the PCI is not. As I have previously 
argued (Paltiel-Gedalyovich 2003), based on a relational complexity metric sug-
gested by Halford et al. (1998), the difficulty of the calculation of the GCI of 
disjunction and the PCI of contrastive conjunction is similar. Thus, there is no 
analysis at present attributing the difference in the consistency of the calculation of 
these different implicatures to their difficulty. However, the GCI/PCI distinction 
can explain the difference in the consistency of responses for adults.

A further point to note is that even the youngest children tested in the cur-
rent experiments, the three year old group, demonstrated considerable knowledge 
of scalar implicatures (over 80% calculation). Yet, they did not reach adult levels 
of uniformity. Similarly, other researchers have found non-chance level calcula-
tion of scalar implicatures by young children (e.g. Papafragou & Musolino 2003; 
Pouscoulous et al. 2007). I do not argue that young children are not capable of 
calculating these implicatures, but rather that they do not reach adult levels of uni-
formity because the complexity of the relations involved in the scalar implicatures 
creates too great a burden on processing to allow consistent calculation.

It has been suggested, that a critical point to be considered, in a discussion such 
as this on children’s acquisition of pragmatic behaviors, is the influence of adult 
pragmatic behavior, as observed by the children, on the children’s own develop-
ing behavioral patterns.13 Regarding the current issues, do children observe adults 
(in)consistency in pragmatic behavior and model their own behavior accordingly? 
Although this point is certainly of interest, it is beyond the scope of the current 
paper. The thrust of the current argument is the need to take into account adult vari-
ability, and the source of such variability, when evaluating the maturity of children’s 
performance on pragmatic tasks.

In summary, as yet, there does not appear to be a definitive answer to the ques-
tion posed regarding the correct source of non-uniformity in children’s responses 
on (pragmatic) tasks where adults also perform non-uniformly. In my view, the 
answer can be found in an independent evaluation of possible sources of incon-
sistent behavior. In cases where a theoretically based analysis of the behavior sug-
gests difficulty, and adult inconsistency appears to reflect that difficulty, this analysis 
constitutes justification of attributing non-uniform responses to this difficulty. One 
such analysis is that based on the relational complexity metric (Halford et al. 1998). In 
these cases, I would predict a learning curve to be seen in which there is an increase 
to adult levels of consistency (even if these levels never reach uniformity), and less 
than adult level consistency will be interpreted as immaturity. In fact, this is what 

.  This point was made by an anonymous reviewer.
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is seen in the calculation of the GCI in the experiments reported above. A similar 
learning curve was found by Pouscoulous et al. (2007).

On the other hand, in those cases where there appears to be no theoretical 
analysis that suggests difficulty, the non-uniformity of the adult responses will 
be considered to be a result of the pragmatic nature of the task. In these cases I 
would not explain children’s non-uniformity as a result of immaturity, but rather 
as a result of adult-like pragmatic variability. Teasing out the mature versus imma-
ture non-uniform behavior in children can only occur by comparison with per-
formance on other tasks, analyzed of comparable complexity. In the experiments 
reported here, the children’s non-uniform, non-adultlike performance on the 
GCI lends support for their performance on the cancellation of the GCI being the 
result of immaturity and not adultlike non-uniformity. Furthermore, there does 
not appear to be a clear learning curve which suggests increased mastery with age, 
with children moving closer to adultlike levels with increased age.

A closer look at the cross-linguistic data in the following section emphasizes 
the non-uniformity of calculation of implicature phenomena across languages. 
Note that this non-uniformity is expressed both in that adults show non-uniform  
behavior and in the lack of uniformity in patterns of behavior in different languages.

7.  �Response uniformity cross-linguistically

The idea that response uniformity distinguishes semantics from pragmatics exper-
imentally has implications for interpreting experimental differences found cross-
linguistically for apparently identical, or at least very similar, phenomena.

In the case of semantics, very little data is available for adults. In addition to 
the uniformity (97.1%) of the judgments of the semantic truth-conditions found 
in the present study for Hebrew conjunction, evidence is reported of adult con-
sistent judgments of the truth of quantifiers in French (95.5%–98.1%, Noveck 
& Posada 2003). Far more data is available from pragmatic experiments. Non-
uniform calculation of implicatures for disjunction has been found in this study, 
when considering the discrepancy between default and particularized contexts 
(91.7% and 74–1%, respectively). Similarly, Chierchia, Crain, Guasti, Gualmini 
& Meroni (2001) found that calculation of this implicature ranged from 98% to 
4.5% in varied contexts.14 Likewise, the investigations of the calculation of a scalar 
implicature associated with existential quantifiers 〈all/every, some〉, have yielded 

.  The varied contexts reflect default contexts in which the implicature is largely calculated 
and other contexts which promote cancellation of the implicature.
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varied results cross-linguistically. For French, results have varied from 4% to 93%, 
with many results in-between (59% Noveck 2001; 4%–92% Noveck & Posada 
2003; 53%–93%, with negation 47%; Pouscoulous et al. 2007). For Italian, results 
vary from 53% to 83% (Guasti et al. 2005). Finally, for Greek, 50% calculation was 
found (Papafragou & Musolino 2003).

The response uniformity of the children’s responses is subject to two factors. 
The first is the same factor that affects the adult responses, namely the nature of the 
meaning, semantic versus pragmatic. The expectation is that semantic responses 
will be uniform and pragmatic responses will be non-uniform. The second factor 
affected the uniformity of the children’s responses is the developmental difficulty 
of the meanings involved.

First I consider cross-linguistic child data for semantic knowledge, particu-
larly, truth-conditional knowledge. Again, this data comes primarily from stud-
ies aiming to investigate pragmatic knowledge, such that data on knowledge of 
semantic meaning is secondary. In general, when children are found to be “more 
logical” than adults, when they fail to enrich their semantic interpretations with 
pragmatic meaning, they demonstrate semantic knowledge, similar to the case 
where adults cancel an implicature. So in an implicature erasing context as in the 
first experiment described in Chierchia et al. (2001), where adults’ responses dem-
onstrating knowledge of semantic meaning were relatively uniform (96.5%), chil-
dren demonstrated this knowledge more than 90% of the time. In other words, 
children, like adults, show uniform responses on tasks requiring knowledge of 
(compositional) semantic meaning.

Further considering the child data from the study by Chierchia et al. (2001) 
cited above, in the case where adults showed only 4.5% calculation of the implica-
ture (a downward-entailing, implicature erasing context), the children performed 
similarly, appearing to calculate the implicature less than 10% of the time.15 In 
the default context where the adults calculated the implicature 98% of the time, 
the children could be divided into two groups. One group calculated the implica-
ture 90% of the time, while the second group calculated the implicature only 7% 
of the time. For the adults the variability in the calculation of the implicature is 
explained with the varied contexts; pragmatic meaning lacks uniformity because 
it varies with context. For the children, explaining the non-uniformity is more 
problematic. The non-uniformity cannot be explained in the same way as the adult 
variability because the child data is variable within a single context. The adults 
are consistent for pragmatic meaning within context, in this study, the children 

.  No statistical analysis is provided to show whether or not these apparently similar results 
are in fact not significantly different.
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vary. The fact that the children are divided into two groups suggests that those 
children, who calculate the implicature 90% of the time, are showing adult consis-
tency within context, and varying between contexts, as evidenced by calculation 
less than 10% of the time in the second context. I argue that those children who 
show low calculation of the implicature (less than 10% and 7%), regardless of con-
text, are demonstrating immature pragmatic knowledge. Chierchia et al. (2001) 
explain the difficulty as a problem with reference sets, adopting Reinhart’s (1999) 
Reference Set Hypothesis. Thus, in a further experiment where these investigators 
provided the children with the choices, or in other words, provided the reference 
set, the children calculated the implicature with adultlike consistency (90% calcu-
lation). Hence, this is one suggestion for teasing out the difference between adult-
like variability and developmental difficulty in interpreting pragmatic meaning.

Other examples of inconsistent adult performance can be found in experiments 
in French, reported by Noveck (2001). In Noveck’s Experiment 1, adults calculated 
and implicature precluding ‘must’ when ‘might is used, 35% of the time. The adult 
participants showed internal consistency with roughly one third failing to calcu-
late the implicature and two-thirds calculating the implicature. Furthermore, in his 
Experiment 3, adults are reported to calculate an implicature precluding ‘all’ when 
‘some’ is used 41% of the time. His sample sentence is ‘Some giraffes have long necks.’ 
The implicature involved is considered to be based on the scale 〈all, some〉 where 
the use of the weaker member of the scale implicates that the use of the stronger 
member of the scale would be false.16 In each of these cases the adult data is non-
uniform on a pragmatic task. Noveck suggests that this is a reflection of the adults 
equivocation between two possible interpretations – the literal (semantic) interpre-
tation and the non-literal (pragmatically, implicature enriched) interpretation. The 
group results comprises three adults goups, those who consistently calculate and 
implicature, those who consistently do not calculate the implicature and those who 
are inconsistent (the last constituting the smallest group). Noveck brings (among 

.  ‘All’ and ‘some’ only form a scale, 〈all,some〉 if we ignore cases such as below

	 (i)	 a.	 ‘All unicorns eat sausages.’
		  b.	 ‘Some unicorns eat sausages.’

The sentence in (ia) does not entail the sentence in (ib). Given that the set of unicorns is 
empty, (ia) is true in the world as we know it, while (ib) is false, since sentence (ib) requires 
the set of unicorns to have at least one member to be true. It has been argued that in natural 
language such cases should be ignored. I would propose that such cases should not be ignored 
since the inference that a sentence using ‘all’ the quantified set is non-empty is a pragmatic 
inference and not a semantic one. However, a discussion of this point is far beyond the topic 
of the present paper.
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others) an account in the context of Relevance theory. As I understand it, within this 
theory, the choice of the literal or non-literal interpretation is ultimately dependent 
on whether or not the hearer’s search for relevance is satisfied in the context; if the 
adult hearer is satisfied with the literal interpretation, and then there is no need to 
calculate the implicature. The non-uniform results would then reflect differences in 
the individual adults’ requirements for relevance within the same context, similar to 
the results obtained in my study for the PCI of contrastive conjunction.

When comparing the children’s results in these experiments, Noveck argues 
that they are not as pragmatically aware as the adults, although they appear to have 
the necessary cognitive abilities to perform in an ‘adultlike’ manner. When the 
task is difficult, children are more likely than adults to opt for an easier solution, 
However, to my view, a decision to classify less-pragmatic behavior as ‘immature’ 
is consistent with a problematic judgment that a significant percentage of typical 
adult speakers show ‘immature’ behavior. In a case like this, where the children 
appear ‘adultlike’ on tasks of similar difficulty, a developmental argument does 
not appear legitimate. It could well be, however, that personal experience and per-
sonality affects adult pragmatic behavior and that certain types of personal styles 
are more prevalent in children than others. Importantly, the role of context in 
pragmatic behavior, where context includes hearer attributes such as personality 
and general experience, remains central.

Furthermore, an argument that computation of scalar implicatures is difficult 
for adults does not correlate with the adult behavior in the current experiments, 
where adults calculated these implicatures nearly 100% of the time. Levels of com-
putation of the scalar implicatures were similar to levels of truth-value interpreta-
tion of the coordinators. This constitutes counter-evidence to the argument that 
non-uniformity results from difficulty.17

In the light of Noveck’s experiment, Guasti et al. (2005) investigated factors 
affecting the variability of adult and child variable calculation of implicatures in 
Italian. The data brought in this later study support a similar picture to that of 
Noveck’s earlier study. In contrast to some previous accounts, and to the view 
taken in the current paper, Guasti et al. adopt Chierchia’s (2004) argument that 
implicatures are computed locally, as part of the semantic interpretation. If impli-
catures are in fact part of the semantic interpretation, then of course the experi-
ments used in the current paper cannot distinguish semantics from pragmatics  

.  Note however, that computation of specific scalar implicatures may require different 
levels of effort in different languages. Thus, the explanation may hold for the languages studied, 
although not for the Hebrew. This further supports the lack of uniformity of pragmatic  
phenomena across languages.
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as all of the phenomena investigated would be considered semantic. Thus, this 
later study examines the developmental difficulty of implicatures as a semantic 
phenomenon. I return to this point below.

Some previous attempts to account for the inconsistency of pragmatic responses 
in children (and adults) have included those relating different result rates to differ-
ences in task methodologies, while others have attributed the inconsistency to pro-
cessing difficulty. Regarding methodological issues, some researchers have noted 
difficulty in eliciting consistent responses from adults for judgments of pragmatic 
meaning (e.g. Hacohen p.c.; Zondervan, this volume). Furthermore, task differences 
have been shown to greatly influence children’s performance (Pouscoulous et al.  
2007). Pouscoulous et al. (2007) found that children’s (and adults’) performance 
varied dependent on the number of distracter items and the type of task (meta-
linguistic judgment versus action). In this study, Noveck’s initial study, investigating 
implicatures drawn form the use of ‘some’ as opposed to ‘all’, was repeated and simi-
lar results were found with 9 year olds calculating the implicature 9% of the time, 
while adults calculated the implicature 48% of the time. Again the adult rates are far 
from uniform. Furthermore, when negation was added to the sentences, the calcu-
lation of the implicature rates was reduced for both adults and children (37% and 
30%, respectively). In this case, the rates for adults and children were similar. The 
lack of uniformity is explained as reflecting a processing difficulty. This is further 
investigated in the same study in three further experiments.

However, if the non-uniformity can be attributed to methodological differ-
ences, why is the effect of different methodologies so much greater for pragmatic 
than for semantic meaning? Although little semantic data is available to date, 
the little that is available appears to support the claim that semantic results are 
uniform across methodologies, and across languages. The claim that the non-
uniformity is the result of processing difficulties has been made to account for data 
by Pouscoulous et al. (2007). This claim, in the spirit of Reinhart (2006), claims 
that there is an inherent difficulty in processing of competing options (including 
scales). The difficulty with this claim is that it does not explain why processing of 
certain types of sets (such as the for instance the scale 〈and,or〉) should be easier 
(as seen by the uniformity of adult responses) than processing of the cancellation 
of an implicature based on such a scale or than the processing of an implicature 
based on another type of set (such as a contrast set {but, and}). Thus, such an 
explanation does not account for the results in the present study.

To summarize, children, and to a lesser extent adults are often inconsistent 
in their calculation of scalar implicatures. Often the explanation given for this 
inconsistency is the relative difficulty of the calculation of the scalar implicatures. 
However, detailed explanations of why scalar (particularly as opposed to non-scalar) 
implicatures are so complex have not been given.
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I now turn to the relationship between theoretical and experimental distinctions 
between semantics and pragmatics.

8.  �Theoretical and experimental criteria for distinguishing 
semantics and pragmatics

I have presented here an argument for response uniformity as a distinguishing 
criterion in experimentation into semantics and pragmatics. The criterion relates 
to adult performance with consequent implications for the interpretation of child 
data a primary consideration. The suggestion that such a distinction exists does not 
propose that the semantics/pragmatics distinction should be made experimentally 
only. The relative contributions of experimental and theoretical arguments in the 
case can be seen in light of a general perspective on the relative contributions of 
theory and experimentation in the study of language and language development.

The hypotheses proposed in this paper, and the resulting predictions regard-
ing the semantic and pragmatic meaning of coordinators, are firstly the result of 
a theoretical definition of semantics and pragmatics. This definition, in a Gricean 
tradition distinguishes ‘what is said’, i.e. literal, arbitrary, context independent, 
conventional meaning, currently, ‘semantic meaning’, from ‘what is meant’, i.e. 
non-literal, non-arbitrary, context dependent, non-conventional meaning, cur-
rently, ‘pragmatic meaning’. Returning to the specific meanings investigated here, 
this definition results in the following classification: since any meaning which is 
arbitrary, conventional and context independent is semantic, both truth-conditional 
meaning such as the truth conditions of the coordinators, and non-truth-conditional 
meaning, such as the conventional implicature of aval/but are semantic. On the 
other hand, since both the PCI discussed here, implicating non-contrast when a 
non-contrastive coordinator (e.g. ve/and is chosen over a contrastive coordinator, 
e.g. aval/but), and the GCI of disjunction, are non-arbitrary, context dependent 
and non-conventional, these meanings are pragmatic.

The classification of the semantic meanings may be transparent, however, 
regarding the conventional implicature of aval/but, let me point out that a serious 
challenge to this view that this semantic meaning would be, for instance, a sug-
gested context in which aval/but does not indicate contrast, or an explanation for 
how the contrastive meaning is derived.18

The classification of the pragmatic meanings can be explained in the following 
way. The GCI and PCI are both calculable (i.e. non-arbitrary, non-conventional) 

.  The use of aval/but as a discourse marker is not considered to be a counterexample. 
A discussion of this use of aval/but is beyond the scope of this chapter.
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since adherence to the maxim of quantity, give as much information as you are 
able to, explains the need to use the more informative member of a set, ve/and 
rather than o/or, and aval/but rather than ve/and. Furthermore, the calculation 
of these implicatures are context dependent as we can see from the ease in which 
contexts can be described in which the GCI is not calculated (e.g. doubt, predic-
tion, conditionals) or the PCI is not calculated (e.g. cases where there is nothing 
in the context to suggest that a question of contrast or lack thereof arises).

This then, is the theoretical basis of the semantic/pragmatic distinction. This 
theoretical distinction leads directly to an experimental prediction. Primarily based 
on the idea of context (in)dependence, in behavioural investigations, semantic 
meaning is predicted to be uniformly present while pragmatic meaning is predicted 
to be only non-uniformly present.

As has already been mentioned (in Section 8), some of the more recent experi-
mental research accepts Chierchia’s (2004) analysis whereby scalar implicatures are 
hypothesized to be calculated locally, as part of the semantics. Note that in the ‘local 
implicature’ framework, the classification of an implicature a semantic is based 
purely on when it takes place in the language process. Whereby previous accounts 
held that semantic meanings were proposed first and then refined by pragmatic 
implicatures, in this view the literal and enriched meanings are proposed and refined 
in the semantics, before context comes into play. I find this reasoning problem-
atic primarily because the distinction between semantic and pragmatic meanings 
appears to be made on the basis of ‘where’ the refining takes place, as opposed to 
on the basis of some intrinsic characteristic of semantic versus pragmatic meaning.

It appears that context dependency remains the most robust theoretical dis-
tinction between semantic and pragmatic meaning. With regard to the phenomena 
investigated here, this context dependency theoretically distinguishes the con-
ventional meanings (truth conditions and the conventional implicature) from the 
pragmatic meanings (GCI and PCI). This hypothesized distinction is reflected 
experimentally as a difference between uniform and non-uniform behaviour. Uni-
form behaviour is found for non-context dependent meanings, since the meanings 
do not change in the context of different tasks or with different extra-linguistic 
contexts, such as individual style differences. Non-uniform behaviour is found for 
context-dependent meanings. In case of the GCI, this non-uniform behaviour is 
clearly related to a change in experimental (linguistic) context.19 In the case of the 

.  Note that the characterization of an implicature as a GCI may not be maintained with the 
translation of terms, consider the relatively low levels of calculation of the disjunctive implicature 
in studies in French (Noveck & Posada 2003) and Italian (Guasti et al. 2005).
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PCI, the non-uniform behaviour appears to occur within a stable context, seemingly 
reflecting internal differences in the adult participants.

Experimentally, there are two important implications of this argument. The 
first is that adult behaviour on pragmatic tasks may be non-uniform, simply 
because the tasks test pragmatic meaning, and pragmatic interpretations are vari-
able. Second, when studying the development of pragmatic meaning in children, 
non-uniform performance by adults confound data analysis. In these cases, an 
independent theoretical argument needs to be made for the complexity of the 
phenomenon involved in order to argue that less than adultlike consistency is the 
result of immaturity or processing difficulty. If no such argument is made, we will 
be forced to accept the children’s less consistent demonstration of knowledge of 
the pragmatic meaning as reflecting adultlike pragmatic variability.

9.  �Conclusions

In this paper I have brought evidence from Hebrew coordination to support the 
hypothesis that response uniformity distinguishes semantics from pragmatics 
experimentally. The phenomenon of GCIs proves an exception to this rule. How-
ever, if cross-context data is considered, allowing for contexts facilitating cancel-
lation, the notion of pragmatic non-uniformity is upheld. The implications of the 
adult (non)uniformity for the interpretation of child acquisition data are impor-
tant as for pragmatic experiments we often do not have a clear target for com-
parison. Finally, response uniformity distinguishes semantics from pragmatics 
cross-linguistically. Note however that little data is available on semantic meaning, 
so that there is more support at the moment for the inconsistency of pragmatic 
meaning than for the consistency of semantic meaning cross-linguistically. Fur-
ther research extending the number of semantic and pragmatic phenomena inves-
tigated cross-linguistically will clarify the usefulness of response uniformity as an 
experimental criterion for distinguishing semantics and pragmatics.
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Numerals and scalar implicatures

Daniele Panizza & Gennaro Chierchia 
University of Trento/Harvard University

In this paper we explore the relation between the meaning of number denoting 
determiners (‘numerals’) and the polarity of the context in which they occur. 
We claim that when numerals are embedded in positive (i.e. Upward Entailing) 
contexts they are given an upper bounded (‘exactly’) reading more often than 
when they are embedded in minimally different Downward Entailing contexts. 
Since this corresponds to the behavior of scalar triggers, we suggest that the 
stronger interpretation of a numeral is really due to a Scalar Implicature. We 
review the outcome of two experiments, a questionnaire and a reading task where 
eye movements were recorded, which tested this claim empirically. Finally, we 
discuss these findings in light of the current approaches on the semantics of 
numerals, analyzing in detail the relation between the meaning of a numeral and 
scalar strenghtening.

1.  �Introduction

Sentences quantified by numerals may have (at least) two different meanings: an 
‘exact’ (or upper bounded) meaning and an ‘at least’ (or lower bounded) one. They 
are exemplified by (1a) and (1b) respectively:

	 (1)	 a.	 If I get in the Summer competition, I’ll buy four golf clubs
		  b.	 If I buy four golf clubs, I’ll never use my loose old clubs again

We feel that (1a)’s most salient reading is an upper bounded one (…, I’ll buy 
four golf clubs and no more), while (1b) is more naturally interpreted as lower 
bounded (If I buy four golf clubs or more, …). This paper is devoted to argu-
ing that this ‘feeling’ is both general (across speakers) and grounded in grammar 
and processing.

More specifically, although the interpretation of numerals is influenced by 
extra-linguistic factors (e.g. the utterance context, speaker and hearer’s intentions, 
etc.) in the present paper we argue that there are also purely structural factors 
(i.e. the entailment pattern of the construction in which the numeral is embedded, 
that is, the polarity of the context) that systematically affect the distribution of 
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lower bounded vs. upper bounded readings of numerals. In (1a) the numeral ‘four’ 
occurs in the consequent of a conditional. This position licenses entailments from 
subsets to supersets, and is therefore an ‘Upward Entailing’ (UE) environment. 
That is, (2a) logically entails (2b) (but not vice versa):

	 (2)	 a.	 If I go to the pub, I’ll drink a stout beer.
		  b.	 If I go to the pub, I’ll drink a beer.

In (2), specifically, the entailing inference goes from the ‘set of stout beer drinkers’ 
to the ‘set of beer drinkers’, with the latter a superset of the former. The anteced-
ents of conditionals, on the other hand, licence the opposite entailment pattern 
and hence constitute ‘Downward Entailing’ (DE) contexts. Sentence (3a) logically 
entails sentence (3b) (but not viceversa):

	 (3)	 a.	 If I drink a beer, I’ll get a headache.
		  b.	 If I drink a stout beer, I’ll get a headache.

The UE/DE contrast has been shown to be relevant to many grammatical pheno
mena (e.g. the distribution of negative polarity items), and is also relevant, we 
claim, to the distribution of the ‘exact’ vs. ‘at least’ construals of numerals. Here is, 
specifically, the theoretical claim we put forward in the present paper:

	 (4)	 Claim:
The upper bounded interpretation of numerals occurs preferentially in UE 
contexts with respect to minimally different DE contexts.
The lower bounded interpretation of numerals occurs preferentially in DE 
contexts with respect to minimally different UE contexts.

Two UE and DE contexts are minimally different in case they share the same lexi-
cal material with the exception of the replacement of a DE functor for an UE one, 
or vice versa.

This claim does not say anything about the absolute proportion of upper/lower 
bounded interpretations intended by the speaker in any context. It is well known, 
for instance, that contextual (i.e. knowledge or discourse context based) factors 
may affect the interpretation of a scalar item (cf. Breheny, Katsos & Williams 
2006). Our thesis posits that, whatever the base rate of interpreting a numeral with 
the upper or lower bounded reading is, structural grammatical factors, like the 
entailing property of the proposition, systematically affect readers’ interpretation 
as stated in (4). Clearly, native speakers’ intuitions of the type often used in cur-
rent linguistic theorizing are insufficient to establish (4), as the frequency of the 
upper/lower bounded interpretation of numerals may vary across speakers, or 
even within a single one. For this reason in the present paper we will discuss an  
experimental study (cf. Panizza, Chierchia & Clifton 2009) that we conducted to 
specifically test the claim pointed out in (4). As for processing concerns, (4) does 
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not say anything particular about the cost of deriving an upper/lower bounded 
reading in either a UE or a DE context. However, many studies in psycholinguistics 
attest that a dispreferred interpretation of a word or a sentence imposes a process-
ing load with respect to the preferred one (cf. Rayner 1998, for a review of research 
using the eyetracking methodology we will use). We return to the question of pro-
cessing cost after a discussion of the interpretive preferences for numerals.

The structure of the paper is as follows. We first discuss, in Section  2 and 
3, some competing approaches on the meaning of numerals. Then, in Sections 4 
and 5, we present two experiments investigating the offline and online behav-
iour, respectively, of subjects while they are presented with sentences containing 
numerals. Finally, in Section 6 we discuss how our findings affect the theoretical 
debate reviewed in Sections 2 and 3.

2.  �An overview of theoretical approaches to scalar implicatures

Claims similar to (4) have been put forth in the literature, especially in the context 
of work on Scalar Implicatures (SIs; Grice 1967). Consider the variation in inter-
pretation of items like some, displayed in (5a,b):

	 (5)	 a.	� The professor saw some of his students and he’ll go out for dinner with 
them.

		  b.	� If the professor saw some of his students, he’ll go out for dinner with 
them.

		  c.	 The quantifier scale: (some, many, most, every)

Sentences (5a) and (5b) differ minimally in form and meaning. Yet, in sen-
tence (5a) some seems to mean ‘some though not all’ (upper bounded inter-
pretation), while clearly that isn’t how some is interpreted in (5b) (lower 
bounded interpretation). According to Grice and the Neogricean literature (e.g. 
Levinson  2000; Horn 1972, 2007), this phenomenon is discussed in terms of 
SIs. Sentences involving some are often considered against the background of 
alternatives constituted by other quantifiers that might be relevant, such as those 
in (5c). Use of some prompts the hearer to assume that the stronger alternatives 
do not hold (on the basis of simple assumptions on how conversation proceeds 
– the Gricean maxims). The same phenomenon is argued to affect the inter-
pretations of other scalar items like connectives (or, and), modals (may, must), 
gradable adjectives (like warm, hot), etc. Within the Neogricean tradition, the 
‘some and possibly all’ meaning of some is taken to be basic, and the denial that 
a stronger interpretation of some holds (which results in the ‘some but not all’ 
reading) is analyzed as a scalar implicature (SI).
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An alternative development of Grice’s insights on these matters, namely Rel-
evance Theory (Sperber & Wilson 1985, 1995), maintains that interpretive alter-
nations such as those in (5a,b) arise in a different manner. The basic meaning 
of some is lower bounded (‘at least some’), and inferences that specify such a 
meaning towards the upper bounded construals come about only if it is required 
to maximize relevance. ‘Relevance’ is a property of the situation and the stimu-
lus (a sentence, in this case). To arrive at the intended meaning, the hearer puts 
his or her whole cognitive domain (perceptions, world knowledge, intentions, 
emotions etc.) in relation with the sentence. If the hearer’s expected relevance is 
satisfied with some being interpreted with its basic (i.e. lower bounded) meaning, 
additional effort will not be invested in drawing an inference towards the upper 
bounded meaning. This approach seems designed to predict the interpretations of 
cases like (6) vs. (7).

	 (6)	 Mary, who is a big eater, will surely eat some of that cake.

	 (7)	� Mary, who is scared of dentists, will surely have to spend some of her time 
tomorrow at the dentist.

Some in (6) might have greater chances to be interpreted in a lower bounded 
way than in (7) given the context and the nature of the task. We will discuss the 
implications of this approach with respect to the meaning of numerals in the 
next pages.

More recently, Chierchia (2004) and Chierchia, Fox & Spector (2009) have 
argued for the view that scalar implicatures are really part of core grammar. 
According to them, scalar implicatures arise through mechanisms analogous to 
those that drive association with focus (cf. Rooth 1985). Building more closely 
on the insights of the Neogriceans, Chierchia et al. (2009) propose to represent 
strengthened (upper-bounded, scalar implicature) meanings grammatically by 
adding a silent operator O, with an effect similar to that of focus sensitive opera-
tors like only. Consider (8).

	 (8)	 a.	 John graded some of the homework.
		  b.	 John graded only some of the homework.

Sentence (8a) may or may not receive an upper bounded interpretation; sentence 
(8b) must be interpreted in an upper bounded way. The word only can be said 
to overtly ‘exhaustify’ the proposition, making it incompatible with any stronger 
interpretation of the sentence (see Chierchia et al. 2009, for extended discussion).

Exhaustification can be covert as well as overt. Consider (9):

	 (9)	 a.	 i.	 Speaker A: So did you see the students?
			   ii.	 Speaker B: Well, I saw MARY
		  b.	 O [I saw Mary]	 where O = only
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Speaker B’s utterance, in which Mary is focused, is clearly interpreted as equivalent 
to ‘I saw only Mary’. This might be understood by assuming that there is a covert 
counterpart of only that is used in interpreting (9a.ii), as schematically indicated 
in the Logical Form (9b). Clearly, the kind of covert exhaustification that must be 
at play in cases like (9) might well be responsible for the upper bounded interpre-
tation of sentences like (8a). According to this view, the lower bounded interpreta-
tion would correspond to the (unexhaustified) Logical Form in (10a); the upper 
bounded one would correspond to (10b).

	 (10)	 a.	 some homeworkx[ John graded x]
		  b.	 O[some homeworkx[ John graded x]]

The Logical Form in (10b) would be interpreted just like (8b), giving rise to the 
upper bounded construal.

One prediction that sets aside the Grammatical View from Neogriceans or 
relevant theorists concerns the possibility of embedded implicatures. On the 
Grammatical View, where implicatures arise through a covert counterpart of only, 
one expects there to be embedded implicatures, for such an operator will be able to 
occur in embedded positions (just like its overt counterpart). On the other hand, 
in approaches where implicatures arise through a ‘global’, post-compositional pro-
cess, involving speakers’ intentions and the like, it is hard to see how implicatures 
could ever enrich the meaning of embedded constituents (thereby affecting the 
compositional part of semantics). This problem (acknowledged in, e.g. Levinson 
2000) along with the different predictions of the two families of approaches is dis-
cussed at length in Chierchia et al. (2009).

3.  �Numerals and scalar implicatures

Much of the analysis of SIs has involved quantifiers such as some. Whether the 
analysis applies to numerals, which are clearly scalar terms, is controversial. For 
example, Horn (1992, 2004) argues that quantifiers and numerals behave differ-
ently under negation. Moreover, it has also been argued that numerals can also get 
an ‘at most’ reading, which is not available with other scalar quantifiers and could 
not be derived as a SI. Carston (1998) and Musolino (2004) present examples of 
the following sort in favor of the existence of an ‘at most’ reading.

	 (11)	 If you miss two shots, you will still win

We believe this claim to be factually wrong. The appearance of an ‘at most’ con-
strual for the numeral in (11) has, we think, a different account. Sentences like 
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(11) have an ‘exactly’ interpretation (something we independently know to be 
possible), plus a presupposition (in the case at hand, triggered by ‘still’) that can 
be paraphrased as.

	 (12)	 If you miss no or exactly one shot, you will win.

Sentences (11) and (12) together are equivalent to ‘at most’. Be that as it may, the 
main point we want to make in this paper is orthogonal to the (non) existence of 
‘at most’ readings for numerals, and concerns the distribution of the ‘at least’ and 
the ‘exactly’ reading.

Huang & Snedeker (2009) conducted an experimental study that speaks 
to this issue. In this study eye movements of subjects were recorded while they 
attended to a visual scenario depicted on a monitor and listened to some sentences 
(visual world paradigm). These sentences contained numerals like two and three 
and scalar quantifiers like some and all. Subjects had to pick the character, present 
in the scenario, who was described by the sentence they heard. The authors found 
a delay in looking toward the referent of a phrase containing some (e.g. “point 
to the boy with some of the socks”, where the scenario dysplayed a boy with two 
socks, a boy with three soccer balls, a girl with two socks and another girl with no 
objects) compared to unambiguous phrases containing all and phrases containing 
the numerals two or three (where three was unambiguous but two could arguably 
have a ‘two or more’ meaning). They argued that resolving some as ‘some but not 
all’ incurred into higher processing costs compared to unambiguous sentences 
and sentences with possibly ambiguous numerals.

One goal of our study was to determine whether the generalization in (4) 
holds for numerals as much as it seems to hold for quantifiers and other scalar 
items. For our purposes, we may briefly classify the positions on the semantics of 
numerals in four main families, schematically laid out in (13):

	 (13)	 a.	� Lexicalist approaches. Numerals are lexically ambiguous between two	
construals.� (Horn 1992)

		  b.	� Numbers are underspecified. Pragmatic enrichment is driven by  
relevance.

� (Relevance Theory: Sperber & Wilson 1985, 1995; Carston 1998)
		  c.	� Numbers are exact. The ‘at least’ reading comes through by a pragmatic 

operation of existential closure.� (Breheny 2008)
		  d.	� Scalar Implicatures. The upper bounded construal of numerals is a SI 

derived on the basis of their lower bounded construal.
			   Approaches of this third type divide further into two streams:
			   i.	 Purely pragmatically based� (Neogricean; cf. Kadmon 2001)
			   ii.	� Grammatically based
� (Chierchia 2004; Chierchia, Fox & Spector, 2009)
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Let us now comment briefly on each proposal in turn. Concerning position (13a), 
typical lexical ambiguities are not sensitive to the entailing properties of the con-
text in which a lexical item is inserted. For example, the interpretation of the words 
like ‘bank’ or ‘run’ will typically remain constant across (14a) or (14b) even though 
they occur in a UE or a DE context, respectively.

	 (14)	 a.	 i.	 If it isn’t too crowded, you’ll like that bank
			   ii.	 If you like that bank, you’ll go there often
		  b.	 i.	 If you pray, the car will run
			   ii.	 If the car will run, we are in luck
				    [run = functioning/vs. go fast, or partake in a competition]

Notice that this holds even if the relation among different meanings of a word 
do display subsets/superset relations, and hence entailment would be potentially 
relevant (if a car runs in a competition, it has to be running – in the sense of 
functioning – but not viceversa). So if (4) is right, lexicalist approaches would be 
faced with the task of explaining why the lexical ambiguity of numbers turns out to 
be sensitive to entailment patterns while other lexically ambiguous words are not 
(even when they potentially could).

In so far as underspecification analyses in (13b) are concerned, the point of 
contention is the recognition of a purely structural factor in the emergence of the 
lower bounded vs. upper bounded contrast in numeral interpretation. If (4) above 
is right, then the entailment characteristic of two minimally different local envi-
ronments of the numeral would affect our interpretation, regardless of any relevant 
contextual factor like world knowledge, discourse context, speaker’s intentions, 
etc. We do not see how the UE/DE context could be claimed to affect relevance 
(apart from building into relevance a condition equivalent to (4)).

Breheny (2008) may be viewed as a representative of theories of type (13c). It 
might be useful to sketch here a simplified approach loosely inspired to his ideas 
(as Breheny’s own proposal cannot be summarized within the bounds of the pres-
ent work). One might take (15b) as the basic interpretation of (15a):

	 (15)	 a.	 John loves two cats
		  b.	 | catD ∩{x: John loves x} | = 2

Let us explain (15b) in more detail. Formula (15b) says that the intersection of 
the set of cats in a domain D with the set of things that John loves has cardinal-
ity two. Such a formula is true if and only if John loves exactly two cats in D. It 
therefore appears to be an accurate rendering of the upper bounded construal of 
sentence (15a). D in (15b) is a variable over the domain of discourse. This is meant 
to represent the fact that we may utter (15b) having a specific domain in mind (e.g. 
the cats that live in John’s neighbourhood). Such a domain is usually contextually 
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specified. However, conceivably, some contexts, for a variety of reasons, may drive 
a process of existential closure of such domain variable, which would result in 
something like:

	 (16)	 $D| catD ∩ {x: John loves x} | = 2

This formula says that there is a way of picking a domain D which would make 
(15a) true. For this to be so, it has to be the case that for some domain D, John 
loves exactly two cats in D (which is of course compatible with John loving more 
than two cats). Formula (16) has, in other words, the truth conditions characteris-
tic of the lower bounded reading. This illustrates one way of adopting as basic the 
‘exact’ reading of numerals and deriving through a semantic/pragmatic process 
the ‘at least’ one.

Our claim (4) could be compatible with theories of the type (13c), if one is 
willing to add to them the condition that an operation like (16) is performed pref-
erentially in DE contexts than UE ones. This may be difficult to reconcile with 
the view that (16) is a purely pragmatic inference, for it is not clear why (or how) 
a pragmatic tendency should be sensitive to whether numerals are embedded in 
UE vs. DE contexts. If, on the other hand, the existential closure of domain is 
an option provided by grammar (much like different scope options), it would be 
quite natural to maintain that such an operation might be subject to a processing 
constraint that links its preferential occurrence to contexts in which this operation 
leads to stronger (i.e. more informative) statements.1

Finally, recall that the main assumption of SI-approaches such as (13d) is that 
the lower bounded interpretation constitutes in some sense the core meaning of 
sentences with numerals, with the upper bounded one derived as an implicature.2 
Generalization in (4) is a priori compatible with such an assumption. However, it 
also carries some implications that seem to favour the grammatical approach (13d.ii) 
over the purely pragmatic one (13d.i). Consider the natural explicit paraphrases 
of the upper vs. lower bounded readings of sentences in (17) and (18), with the 
upper bounded (‘exactly’) meanings obtained by adding an operator (O) either in 
the consequent (17b) or in the antecedent (18b) of a conditional clause.

.  However, on such an approach one would have to explore whether existential closure of 
domains is possible with other quantifiers, and if not, why not.

.  There is an important caveat to be made in this connection. Saying that the basic meaning 
of a sentence containing a numeral is the lower bounded interpretation doesn’t entail that the 
lexical meaning of the numeral itself is the lower bounded one. It is perfectly conceivable that 
the lexical meaning of a numeral is the exact/upper bounded one and that the lower bounded 
interpretation arises as part of the compositional semantics of sentences (see e.g. Landman 
2003, for an approach along these lines).



	 Numerals and scalar implicatures	 

	 (17)	 a.	 If I get in the summer competition, I’ll buy (at least) four golf clubs
		  b.	 If I get in the summer competition, O[I’ll buy four golf clubs]
			   = If I get in the summer competition, I’ll buy exactly four golf clubs

	 (18)	 a.	 If I buy (at least) four golf clubs, I’ll never use my loose old clubs again
		  b.	 If O[I buy four golf clubs], I’ll never use my loose old clubs again
			   = If I buy exactly four golf clubs, I’ll never use my loose old clubs again

On a SI approach, (17a) and (18a) would correspond to the core (‘at least’) mean-
ing, while (17b) and (18b) would arise as implicatures (when warranted). In other 
words (17a) would be the core meaning of (1a) and (17b) would be the implicature 
enriched reading of (1a), and similarly for (18a,b) with respect to (1b). A possible 
account of claim (4), consistent with the SI approach, is to appeal to a principle of 
the following sort:

	 (19)	� Optimize Informativeness: Preferably, embed an implicature in contexts 
where it leads to a stronger statement than its alternative without the impli-
cature.

The nature of Optimize Informativeness should be fairly clear: sentence (17b) (i.e. 
the upper bounded reading) entails sentence (17a) (i.e. the lower bounded read-
ing). Namely, (17b) is logically stronger (and hence more informative) than (17a). 
On the other hand, sentence (18a) (the lower bounded reading) logically entails 
(18b) (the upper bounded reading). Namely (18a) is logically stronger (and hence 
more informative) than (18b). In other words, embedding an implicature in an UE 
context leads to strengthening (with respect to the statement without the implica-
ture), while embedding an implicature in a DE context leads to weakening. This 
is a general property of DE environments: they reverse the entailment patterns of 
UE environments. So the point is that if we embed an implicature, we prefer to 
do it when this leads to strengthening with respect to the sentence without the 
implicature, as exemplified in (20) (where the arrow stands for the entailment, i.e. 
strength, relation).

	 (20)	 UE:  ‘at least four’  ←  ‘exactly four’
		  DE:  ‘at least four’  →  ‘exactly four’

While (19) is a natural, if sophisticated, principle, it is not obviously compatible 
with the standard Neogricean views, if for no other reason, that such an approach 
cannot motivate smoothly the very existence of embedded implicatures.

In conclusions, both approaches of the type in (13c) and (13d) are consistent 
with our proposed generalization (4), if the process that drives the derived interpre-
tation of numerals is subject to a principle sensitive to logical strength such as (19).

It might be worth underscoring that the generalization in (4) says that (17b) as 
interpretation of (1a) is preferred to (18b) as interpretation of (1b). This specifically 
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means that (17b) should occur more often as an interpretation of (1a) than (18b) 
as an interpretation of (1b). What (4) says nothing about is whether the addition 
of an implicature to a core meaning is per se a costly process. We address this 
issue in discussing Experiment 2, which investigated the on-line processing costs 
of sentences with numerals.

Summing up, our goal is to investigate whether claim (4) is true or not. If it is, 
this will have rich consequences for our understanding of how numerals are inter-
preted, and a host of related issues at the interface between grammar, pragmatics 
and processing. It would be moreover quite striking to find out that we spontane-
ously submit to a rather abstract logical regularity like the one (4) relies on.

4.  �Experiment 1: An off line semantic judgment test

In this experiment, we explicitly asked 48 undergraduate students to indicate their 
interpretation of the numeral determiner. They had to choose between the stron-
ger exactly meaning and the weaker at least one by checking the appropriate box, 
after reading a sentence of the kinds displayed in (21) and (22).

	 (21)	 a.	� Giovanni ha due macchine in garage e parcheggia una motocicletta nel 
cortile esterno.

			�   John has two cars in the garage and he parks a motorcycle in the court-
yard.

		  b.	 �Se Giovanni ha due macchine in garage, parcheggia una motocicletta 
nel cortile esterno.

			�   If John has two cars in the garage he parks a motorcycle in the court-
yard.

	 (22)	 a.	� Nel mio quartiere ogni ragazza ha due fratelli più grandi e desidera una 
sorellina di età inferiore.

			�   In my neighborhood every girl has two older brothers and she wishes a 
younger sister.

		  b.	� Nel mio quartiere ogni ragazza che ha due fratelli più grandi desidera 
una sorellina di età inferiore.

			�   In my neighborhood every girl who has two older brothers wishes a 
younger sister.

As can be observed, the sentences in (21) and (22) differ minimally. Items (21a) 
and (21b) correspond to the conditional type and those in (22a) and (22b) are an 
example of quantified type items. In (21a) and (22a), the numeral is embedded in a 
UE environment (the second conjunct of a coordinated structure, and the scope of 
a universally quantified Noun Phrase, respectively); they therefore constitute the 
UE condition. In (21b) and (22b), on the other hand, the numeral is embedded in 
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a DE environment (the antecedent of a conditional and a relative clause adjoined 
to a universally quantified NP, respectively) and thus they constitute the DE condi-
tion. Let us note that the first argument of the universal quantifier shares the same 
semantic property (i.e. DEness) with the antecedent of conditional clauses, which 
we already discussed in (3). That is, sentence (23a) entails sentence (23b), with the 
latter considering a subset of the former (i.e. ‘the set of guys who drink a stout beer’ 
is included in ‘the set of guys who drink a beer’).

	 (23)	 a.	 Every guy who drinks a beer will get an headache
		  b.	 Every guy who drinks a stout beer will get an headache

Our predictions are as follows. If numeral strengthening occurs more readily in 
UE context, people should select the ‘exactly’ interpretation significantly more 
often in phrases like (21a) and (22a) than in phrases like (21b) and (22b). Further, 
if this result is caused by the semantic property affecting numerals interpretation, 
rather than a specific grammatical construction, we should observe the same trend 
for both conditional and quantified sentences.

Participants were asked to make a choice between two alternatives by ticking 
the one preferred and turn over the page without altering their previous choice. 
The pivotal question was always posed in the following way: “we are talking 
about… exactly two cars/at least two cars”. Participants were asked to carry out 
the task without lingering too much and to answer freely and naturally. It’s worth 
underscoring once more that the material was almost the same across the experi-
mental conditions. UE and DE items varied only from two words: the presence of 
“se” or “che” (“if ” and “who” in English) in the latter condition versus the presence 
of “e” (the conjunction “and”) in the former one.

The data we are focusing on is the percentage of strengthened choices, i.e. the 
proportion of “exactly N” answers over the totality of answers. The mean strength-
ened choices percentage (see Tab. 1) for the conditional type items was 78% in the 
UE condition vs. 49% in the DE condition. The mean for the quantified type items 
was 55% in the in the UE condition vs. 27% in the DE condition. The polarity factor 
(i.e. UE vs. DE) turned out to be significant, as well as the type of item (conditional 
vs. quantified), whereas no significant interaction was found.

Table 1.  Means of “exactly N” choices

Polarity Sentence Type 

Conditional Quantified

UE 78% 55%
DE 49% 27%
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These results clearly show that the linguistic context, more specifically the 
polarity of the context embedding the numeral determiner, affects the participants’ 
interpretation choices. Subjects selected significantly more often a strengthened, 
upper bounded reading in UE contexts with respect to DE ones. This confirms 
what was found for other scalar terms, like disjunction (Noveck 2001; Noveck, 
Chevaux, Guelminger, Sylvestre & Chierchia 2002; Chierchia, Crain, Guasti, 
Gualmini & Meroni 2001) and suggests that the strengthening of numerals is an 
analogous phenomenon. However, even though a strikingly similar pattern was 
found in the conditional vs. the quantified types, the impact of these two types was 
also a significant factor, as we can see by looking at the interpretation percentage 
difference between the UE and the DE condition (78% – 49% = 29% vs. 55% – 
27% = 28%). Accordingly, it must be acknowledged that there are contextual (e.g. 
the plausibility of the sentence) and structural (e.g. the grammatical construction 
of the sentence) factors other than polarity that can influence the participants’ 
off-line interpretation of numerals. The influence of polarity is always combined 
with such factors, which is why the differential behaviour within the same items is 
important and telling. The crucial point, however, is that the polarity and the type 
of items affect participants’ choice independently. That is, the entailment property 
of the context containing the numeral has the same influence on the task regard-
less of whether the numeral is in a conditional or quantified type sentence.

5.  �Experiment 2: An online processing experiment

In Experiment 2, we measured what happens in real time when readers are pre-
sented with numerals embedded in UE vs. DE contexts by recording their eye 
movements. We explored two possible effects. The first is the conventional expec-
tation that if readers commit themselves to one interpretation of a numeral when 
they read the clause containing the numeral, then reading of the following clause 
will be disrupted if the interpretation of the numeral is inconsistent with it. The 
second possible effect is suggested by the proposal advanced in our discussion of 
the SI hypothesis, that the ‘at least’ interpretation is the core interpretation and 
the ‘exactly’ interpretation is created as a scalar implicature, which may take pro-
cessing resources. The basic design is to have numerals in UE or DE contexts 
followed by continuations that do or do not force the upper bounded (‘exactly’) 
reading. Reading time on the phrase containing the numeral could reflect any 
processing cost of constructing an implicature, as explained below. Reading time 
on the continuation could reflect the cost of revising the initial interpretation of 
the numeral, and thus provide information about what the initial interpretation 
is in different contexts.
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We prepared a set of two-clause discourses, each containing the first clause of 
one of the 24 items used in the offline experiment, followed by one of three second 
clauses. The first clause sets up either an upward or a downward entailing context 
for the numeral, just as in Experiment 1. The second clause could be one of three 
types: (a) neutral (the same sentences used in Experiment 1), without mention 
of the entity that was quantified in the first clause; (b) biased towards an upper 
bounded construal of the numeral in the first clause; or (c) a negative version of 
the biased continuation. Because of the role of negation, this third continuation 
canceled the upper bounded reading of the numeral in the first clause, making it 
functionally equivalent to the neutral reading.

	 (24)	 First line
		  a.	 UE
			   Giovanni ha due macchine in garage e
			   John has two cars in the garage and
		  b.	 DE
			   Se Giovanni ha due macchine in garage
			   If John has two cars in the garage

	 (25)	 Second line
		  a.	 neutral continuation
			   parcheggia una motocicletta nel cortile esterno.
			   he parks a motorcycle in the courtyard.
		  b.	 positive continuation
			   parcheggia una terza macchina nel cortile esterno.
			   he parks a third car in the courtyard.
		  c.	 negative continuation
			   non parcheggia una terza macchina nel cortile esterno.
			   he doesn’t park a third car in the courtyard.

	 (26)	 First line
		  a.	 UE
			   Nel mio quartiere ogni ragazza ha due fratelli più grandi e
			   In my neighboorhood every girl has two older brothers and
		  b.	 UE
			   Nel mio quartiere ogni ragazza che ha due fratelli più grandi
			   In my neighboorhood every girl who has two older brothers

	 (27)	 Second line
		  a.	 neutral continuation
			   desidera una sorellina di età inferiore.
			   wishes a younger sister.
		  b.	 positive continuation
			   desidera un terzo fratello di età inferiore.
			   wishes a younger third brother.
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	 c.	 negative continuation
		  non desidera un terzo fratello di età inferiore.
		  doesn’t wish a younger third brother.

The expected results may be divided into two categories. The first involves the first-
pass reading times of the first line. The aim of the first-pass first line analysis is to 
look for any reading difference between the UE vs. DE contexts, regarding specifi-
cally the numeral region. If upper bounded (‘exactly’) readings are preferentially 
computed in UE contexts, and if they are enrichments of basic lower bounded read-
ings, one might expect slower reading times for the numeral in the UE than in the 
DE context. The second category of predictions regards the first-pass indices com-
puted on the second line after the ordinal (third car) is read, and the second-pass 
indices in all the regions. The key prediction is that only the positive continuation 
with the ordinal forces the upper bounded reading of the numeral in the first sen-
tence. The positive continuation is incompatible with the lower bounded reading 
of the numeral whereas the neutral and the negative continuations are compatible 
with such reading. To see this consider the typical positive continuation of the DE 
conditional sentences, an example of which is repeated here in (28) for convenience.

	 (28)	 If John has two cars in the garage, he will park a third car in the courtyard.

If two in (28) is not (yet) upper bounded at the level of the antecedent of the 
conditional, its truth conditional import may be spelled out as follows:

	 (29)	 a.	� In any situation in which John has two or more cars in the garage, he 
will park a third car in the courtyard.

This cannot be true. For take any situation s in which John has three cars in the 
garage; under normal assumptions on ordinals (i.e. assuming that the ordering of 
cars matches the order of presentation in discourse), a third car will already be in 
the garage and hence cannot be parked elsewhere. Technically, we have a presup-
position clash. The ordinal numeral third presupposes that its referent is the third 
in the most salient ordering available in the context. If John has three cars in the 
garage, such a presupposition could never be met. Hence this sentence is incoher-
ent (and the same holds, mutatis mutandis of all other examples of this form). On 
the other hand, if two in (28) is upper bounded, the result is coherent, as the fol-
lowing paraphrase makes clear:

	 (29)	 b.	� In any situation in which John has exactly two cars in the garage, he 
parks a third in the courtyard.

So the continuation in (28) does force an upper bounded reading to be embedded 
in the antecedent of the conditional. Consider next what happens in the DE condi-
tion when we have the neutral continuation.
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	 (30)	 If John has two cars in the garage, he will park a motorcycle in the courtyard.

Clearly, the continuation in (30) does not conflict with the at least interpretation 
of the numeral, as we may see by considering the following explicit paraphrase:

	 (31)	� In any situation in which John has two or more cars in the garage, he will 
park a motorcycle in the courtyard.

Trivially, the consequent of (30) can be true in any situation s in which John parks 
two or more cars in the garage. Therefore if the numeral gets an at least inter
pretation it will not need to be strengthened since the continuation in (30), unlike 
the one in (28), does not lead to a contradiction.

Let us now finally turn to a DE sentence followed by a negative continuation.

	 (32)	 If John has two cars in the garage, he won’t park a third car in the courtyard.

In spite of differing minimally from (28), just by the presence of negation, this 
sentence is not contradictory under the lower bounded construal of the numeral. 
The following explicit paraphrase may make this claim clear:

	 (33)	� In any situation in which John has two or more cars in the garage, he 
doesn’t park a third car in the courtyard.

54 native Italian speakers (between the age of 19 and 29 years old) took part to this 
experiment. They were told to read the sentences appearing on a screen silently 
and naturally, in order to answer simple comprehension questions which would 
follow randomly after reading some sentences. While they read each sentence 
their eye movements were recorded by an eyetracker.

The 24 experimental items were interspersed with 80 filler sentences and 
44 simple comprehension questions. The two experimental factors (polarity and 
type of continuation) gave rise to six different conditions (24a+25a, 24a+25b, 
24a+25c, 24b+25a, 24b+25b, 24b+25c are examples of the conditions for con-
ditional items; 26a+27a, 26a+27b, 26a+27c, 26b+27a, 26b+27b, 26b+27c are 
examples of the conditions for quantified items). Notice that 12 items displayed 
a conditional clause in the DE conditions while the other 12 items contained a 
universal quantifier restriction in the same conditions, exactly like the first experi-
ment. Thus, items can be divided into several regions of interest, and they were 
designed so that the regions of major interest (namely the first line numeral and 
the second line ordinal) were composed by only one word and were the same 
in every experimental condition (except for the neutral continuations where the 
ordinal was absent). In each item the first clause was ended by a line break, and the 
second clause (including the conjunction in the UE conditions and the negation in 
the negative conditions) appeared on the second line.
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5.1  Results

The first-pass reading indices reveal whether participants spent more time in read-
ing a specific region without having accessed to the following verbal material (i.e. 
the second clause of the sentence). In the first line analysis (24a and 26a vs. 24b 
and 26b) only the polarity factor was considered as the reading of the continua-
tion did not affect the first-pass reading times of first clause nor did the verbal 
material in the first clause vary with respect to the type of continuation factor. 
The main point of interest, here, is to check whether the polarity of the context 
influenced the reading time of the numeral region (the word “two”, in boldface 
in 24 and 26). We found a significant main effect of the polarity on this region in 
the conditioned regression-path duration. This index equals the gaze duration time 
(the mean of the sum of all fixation times starting with the reader’s first fixation 
inside the region until the reader’s gaze leaves the region either to the right or to 
the left) plus the time spent re-reading just the preceding word, which was the 
verb1 region. According to this index participants spent 14ms more in reading the 
numeral in the UE conditions than in the DE ones, with no significant impact of 
the type of construction (conditionals vs. quantified sentences) that we employed 
in this experiment (i.e. the factor type of item did not interact with the polarity). To 
ensure that this effect was not caused by a difference in the probability of skipping 
the numeral region we checked that the skipping rate did not vary significantly 
across DE and UE trials (40.8% and 37.6% of probability of skipping the numeral, 
respectively).

As for the first-pass reading times on the second line (25a-c and 27a-c), 
the core results involve the interaction between polarity and the type of con-
tinuation factors. In the regression-path duration (the mean of the sum of all 
fixation times starting with the reader’s first fixation inside the region until the 
reader’s gaze leaves the region to the right) computed on the last region (the last 
words of the sentence, e.g. “in the courtyard”) we found significant interactions 
between polarity and the type of continuation factors. The interaction for the 
neutral vs. negative continuation comparison, in contrast, was not significant. 
This results show that participants spent more time in re-reading part of the 
sentence in the DE condition than the UE one, when they encountered the 
positive continuation, whereas this pattern reverted when they read the neutral 
and negative continuation. This motivates us to look carefully at the second-pass 
indices to investigate where the regressions coming from the second line were 
directed to.

The second-pass indices we will focus our attention on are second-pass fixa-
tion number (the count of every second pass fixation made on a word) and second-
pass fixation probability (the probability that the reader made at least a second 
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pass fixation on that word).3 In the second-pass indices we found that the numeral 
region, in the first line (24 and 26), displayed the very same pattern of the second 
line first-pass indices. That is, in the positive continuation, in all the second pass 
indices readers made more regressions towards the numeral in the DE conditions 
than in the UE ones, as displayed in Tab. 2 (second-pass fixation probability: DE: 
26% vs. UE 33%; second-pass fixation number: DE: 0.34 vs. UE: 0.46). The neutral 
and negative continuation conditions, instead, both displayed the same pattern. 
Here participants behaved in the opposite way with respect to the positive continu-
ation. That is, they made more regressive eye movements towards the numeral in 
the UE conditions than in the DE ones (neutral continuation. Second-pass fixation 
probability: DE: 31% vs. UE 23%; second-pass fixation number: DE: 0.4 vs. UE: 
0.3; negative continuation. Second-pass fixation probability: DE: 33% vs. UE 25%; 
second-pass fixation number: DE: 0.46 vs. UE: 0.34). This pattern of results gave 
rise to significant interactions between the polarity and type of continuation fac-
tors in the postive vs. neutral continuation and positive vs. negative continuation 
comparison, but no interaction between those factors in the neutral vs. negative 
continuation comparison.

5.2  Discussion

The first important finding we have to underscore is that the phrases for which the 
first experiment participants preferred an upper bounded reading for the numeral 
in an UE context, exhibit an early processing penalty on the numeral region in the 

.  For a more exstensive analysis of the results of this experiment, see Panizza, Chierchia & 
Clifton (2009).

Table 2.  second-pass indices for the numeral region

Index Continuation 

Polarity Positive Neutral Negative

Second Pass Fixation UE 26% 31% 33%
Probability DE 33% 23% 25%
Second Pass Fixation UE 0.34 0.4 0.46
Number DE 0.46 0.3 0.34
Conditioned Sec. Pass UE 11% 17% 17%
Fixation Probability DE 16% 13% 9%
Conditioned Sec. Pass UE 0.14 0.18 0.22
Fixation Number DE 0.2 0.17 0.12
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second experiment. This effect cannot merely be explained as a general influence 
of a specific grammatical construction since we tested two different environments 
(conditional and quantifiers) and the result remained stable across both construc-
tions. It seems that the polarity of the context is a factor systematically exploited 
by a reader: if the embedding context is UE, the upper bounded meaning (on 
some approaches the SI) is computed (or at least considered) on line, as soon as 
possible. If the local embedding context is DE, the upper bounded meaning is not 
considered and if needed, a SI is computed only later while the reader fixates on 
other regions.

Consider next the effect of the second clause. Our materials were designed to 
force the exact numeral interpretation within the DE context of the positive con-
tinuation, so that the ordinal numeral was supposed to act as a trigger of a reana
lysis if the exactly interpretation had not been computed. On the other hand, in the 
two control sentences this was predicted not to happen. The first control sentence, 
i.e. the neutral continuation, lacked the ordinal numeral, which triggers the need 
to recalculate the meaning of the numeral in the DE condition. The second, the 
negative continuation, differed by one word from our test sentences (namely, nega-
tion), and yet, for semantic reasons, it was not expected to force a reinterpretation 
of the numeral in the DE condition, in spite of the presence of the ordinal numeral 
in the second clause. Hence, only the positive continuation was expected to force 
an interpretation of the numeral in the direction of the upper bounded reading. 
In other words, we expected an interaction between the polarity of the first clause 
and the type of continuation.

Our findings are as follows. We found the expected interaction effects in the 
second-pass indices, resulting in significant interactions between polarity and 
type of continuation. The same interaction, along the same direction, was found 
in the regression-path duration computed on the last region, which includes all the 
regressions made by the reader after reading the whole sentence for the first time. 
According to these measures, the pattern surfacing from the difference between 
the UE and the DE condition of the negative continuation is strikingly similar to 
that coming from the difference between the same conditions of the neutral contin-
uation, whereas the pattern in the positive continuation is diametrically opposed. 
Participants made more frequent second-pass fixations when the numeral was 
embedded under a DE context, in the positive continuation, while they behaved in 
the opposite way in both the neutral and the negative continuations.

Now, if we compare the first-pass results to those coming from the second-
pass we see how in the positive continuation, and only there, the participants’ 
reading pattern of the numeral in the first line was reversed. During the first-pass 
it was more difficult to read in the UE condition, while according to the second-
pass it received more and more often fixations in the DE one. In contrast, the 
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readers’ behaviour was uniform, across the first and the second-pass, in both 
the neutral and the negative continuation. In the latter cases, the numeral always 
received more first- and second-pass processing in the UE condition. This global 
picture perfectly fits our main claim and its implications for processing. More-
over, to the extent that SIs triggered by other scalar items (like some or or) are 
subject to the same generalization, our results provide evidence in favour of the 
view that the alternation between the lower bounded vs. upper bounded cons
truals of numerals may well be a scalar implicature. In an upward entailing envi-
ronment a scalar operator is mostly strengthened locally whereas in a downward 
entailing environment it is typically strengthened only globally. Therefore, in the 
latter case, additional reading time on the numeral is observed only after the 
reading of the sentence.

Finally, both early and second-pass effects on the numeral region (as well as 
on the others in the positive vs. negative continuation comparison) were unaffected 
by the phrasal structures selected to create a downward entailing environment 
(type of item factor). This shows that the readers’ behaviour with respect to the 
numeral region was influenced by the semantic diversity of the two environments 
(DE vs. UE), in interaction with the type of continuation, rather than other con-
tingent factors like the specific words or the syntactic construction adopted in 
building in the sentences.

6.  �Conclusions

The results of these experiments show that structural factors (entailment proper-
ties of the local context) affect the interpretation of numerals. Furthermore they 
bring evidence that the lower bounded interpretation of numerals occurs prefer-
entially in DE contexts (with respect to minimally different UE ones), while the 
upper bounded one occurs preferentially in UE contexts (with respect to mini-
mally different DE ones).

We have addressed this task by investigating two types of functors, every and 
if (both DE in their restriction) and contrasting them with minimally different UE 
contexts (and, in the case of if; while in the case of every, we have simply displaced 
the numeral from the restriction to the scope). The choice of material (and the 
various controls we have run) makes it implausible that our results may stem from 
idiosyncratic features of the selected items or of the context. An off-line question-
naire confirmed that readers interpret numerals in conformity with (4) most of 
the time. An on-line experiment based on the recording of eye movements seems 
to reveal a systematic processing penalty associated with contexts in which one 
forces readings that go against the generalization (4).
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These findings have rich consequences. For one thing, they support some-
thing like ‘Optimize Informativeness’, i.e. the idea that the readings of numerals 
are unconsciously chosen in such a way as to avoid interpretations that lead to 
weakening with respect to available alternatives (unless forced to). This sug-
gests that the parser somehow checks entailments in selecting a reading. Of 
great interest, for the future research, might be to investigate how such prin-
ciple interacts with the contextual factors (i.e. the saliency of an entailing scale 
in a given context). A plausible hypothesis, stemming from this work, buys 
on the idea that the kind of computations performed while drawing a scalar 
implicature are encapsulated from extra-linguistics factors. This is not tanta-
mount to saying that extra-linguistics factors do not affect the final outcome of 
scalar processes, but rather that the scalar computation itself is performed by a 
cognitive system relatively blind to contextual information. Where the context 
may be playing a crucial role is in determining whether the scalar alternatives 
are active or not. Although this ‘blindness to context’ hypothesis remains still 
rather speculative, the lack of interaction between the effects of polarity and 
type of constructions that we used in the experimental items could be taken as 
going in this direction.

A second important point that emerges is the following. Other scalar terms 
(e.g. quantifiers like some, connectives like or, etc.) have been argued to be subject 
to a similar constraint in their interpretation. This suggests that the variation in 
meaning of numerals is probably due to one and the same mechanism, presum-
ably a scalar implicature, no matter how much numerals may otherwise differ 
in meaning and processing from, e.g. quantifiers like some (cf. on this Huang & 
Snedeker 2009). More experimental work is called in to test whether other scalar 
dimensions are affected at the same way by the experimental manipulation of the 
polarity of the embedding context.

The points made above are quite general. There are many other elements 
emerging from the present study that we think are relevant to ongoing theoreti-
cal debates on the nature of implicatures. One worth mentioning is the following. 
With numerals it is easy to see (and, as a matter of fact, quite uncontroversial) 
that both lower and upper bounded readings can occur in embedded positions. If 
the distribution of these readings follows a pattern similar to that of other scalar 
terms, and hence may be due to the same general mechanism responsible for SIs, 
we would have further confirmation of the existence of embedded implicatures, a 
frequently disputed claim (defended by Chierchia et al. 2009). Be that as it may, 
we think the present work provides strong evidence in favour of the fact that the 
polarity of the context where the numeral is embedded affects both the interpreta-
tion and the processing of numerals.
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Meaning in the objects*

Katharina J. Rohlfing
University of Bielefeld

In this paper, I am arguing that objects being present in the external situation 
ground the linguistic meaning. Furthermore, I will show that the nature of  
objects can change not only linguistic but also gestural behavior. Instead of simply 
excluding materialistic factors, I therefore suggest a careful inclusion of object 
knowledge into experimental conditions. I also argue that we have to calculate  
the risk of eliminating important components for children’s reasoning, when 
we adapt this method to studies on children’s language development. Children 
are good learners because they are biased towards certain solutions (Dabrowska 
2005). For this reason, it seems to be problematic to create novel or abstract 
situations in which children cannot draw from their nonlinguistic experiences.

1.  �Introduction

Traditionally, a distinction has been made between a symbol on the one side and an 
object that this symbol refers to on the other side. Within a semiotic triangle, the 
interpreter makes the effort to connect the symbol with the object. In this view, a 
symbol is seen as an autonomous signifier as it can be flexibly applied to changing 
situations. An object, in contrast, is viewed as a part of this changing situation. 
It is the signified within the reference process. Some psycholinguistic evidence, 
however, provides doubts on the strict distinction. Accordingly, not only deictic 
utterances draw their meanings from the environment. The reference process in 
general does not seem to be a matter of mental states only. For the distinction 
between pragmatics and semantics, it is of question here whether the environ-
ment (encompassing objects and people setting up an object’s normative values) 
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The research reported in this paper was partially supported by the Dilthey Fellowship 
(VolkswagenStiftung) and by the European Community under the Innovation and Commu-
nication Technologies programme of the 7th Framework for ITALK-project (ICT-214668).
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contributes to the meaning or is (just) a part of it. It is important to note that it is 
not the goal here to claim that meaning cannot emerge in the absence of materi-
ality. Instead, it is the goal to “foreground […] the semiotic aspect of materiality, 
and the material aspects of meaning” (Sinha & Rodriguez 2008: 365). As I will 
show below, there are findings suggesting that a symbol not only can refer to 
an external situation but can create objects in the sense that it determines their 
perception (Feist & Gentner 1998). Here, the signifier can influence the signified. 
The converse influence of an object onto the symbol becomes apparent especially 
in light of studies on language development. The signified (the object) influences 
the signifier (the linguistic symbol) as an object can display semiotic character 
and affords how symbols are understood in a specific situation.

1.1  �A symbol influences object perception

A tight coupling between the meaning of a word and the perception of the referee 
can be seen in the semantics of spatial terms. It is not sufficient to only show the 
influence of a symbol on the perception of an object to exemplify that object prop-
erties correspond to the semantics of spatial terms (as it has been shown by e.g. 
Hottenroth 1993). It has rather to be shown that “one and the same real situa-
tion may be associated with different mental representations, and hence it may 
be assigned different semantic values” (Zelinsky-Wibbelt 1993: 3). A bias for the 
perception of objects caused by a linguistic symbol was reported in a study with 
adults by Feist & Gentner (1998). The design of this study on understanding spa-
tial prepositions considered the constellation between the Figure (trajector object) 
and the Ground (landmark object). In order to investigate the influence of con-
ceptual/functional information, Feist & Gentner (1998) used different nouns to 
refer to the Ground. In one condition, the inanimate Ground was called a dish, in 
the second a plate, and in the third a bowl. The participants’ task was to circle IN 
or ON on their answer sheets, which contained sentences of the form The Figure is 
IN/ON the Ground. The results of this study suggest that the use of spatial preposi-
tions in English is influenced by materialistic factors. Participants circled much 
more often IN when they were told that the Ground is a bowl in contrast to the 
condition, in which they were told that the Ground is a plate.

Another study reported by Malt, Sloman & Gennari (2003) studied 
participants’ categorization of motion events and show that language can deter-
mine the perception (more specifically the perceptual categorization) of events in 
conditions in which linguistic judgments are requested. In this study, the subjects 
were coming from different linguistic background. Spanish and English. The goal 
was to investigate whether speakers of English encode manner of motion (e.g. 
sneak, stroll) while Spanish speakers encode the path in the motion (e.g. entrar 



	 Meaning in the objects	 

[enter], salir [exit]). The participants were shown films. The target film showed a 
motion event (e.g. somebody walking into a room) and two alternatives showing 
variations in either the manner (e.g. somebody was sneaking towards a door) or 
the path (e.g. somebody walking out of the room). After viewing the films, par-
ticipants were asked to do a recognition memory task and a similarity judgment 
task. In the recognition task, participants have to decide as quickly as they can 
whether they have seen a particular clip already. In the similarity judgment task, 
the participants decided which clips were most similar to the target. In a naming 
first condition, participants described the films while watching them.

In the recognition memory task, no effect of language was found. In the simi-
larity task, however, an effect of language was found. But this effect applied only 
to conditions in which the similarity task took place after verbal encoding. This 
suggests that when encoding of actions was non-linguistic, speakers of both lan-
guages display a similar performance. However, when participants named the 
films first, they were more likely to see similarities according to their linguistic 
categories in their language. Malt and her colleagues (2003) conclude that lan-
guage seems to affect the perception under specific conditions in which linguistic 
judgment are requested.

These studies provide evidence against a dichotomy between a word as a 
signifier on the one hand and the object as signified on the other hand. Instead the 
results suggest that linguistic performance is grounded in materiality and depends 
on the provided context, the task and perceived scene (Sinha & Rodriguez 2008; 
Zelinsky-Wibbelt 1993; Langacker 1987). From this perspective, semantics and 
pragmatics are inseparable (Langacker 1987). The distinction between pragmatics 
and semantics might be a solution for specific situations, where a linguistic deci-
sion is required (as in Malt et al. 2003), but not a default or, as will be shown below, 
the starting point during learning.

1.2  �Semiotic character of objects

Gibson & Pick (2000) suggested that the world is relevant to an organism when 
it affords action. An object, thus, will be relevant when an organism can engage 
with its properties in behavior (Sinha 2005). An affordance of an object can be 
its graspability. However, when we look at the objects surrounding an infant, 
we can be sure that they are largely constructed for specific social purposes. 
A button on a TV affords the action of pushing it because it has been con-
structed for this purpose to switch the TV on or off. Even natural objects such 
as stones and sticks are often presented to the child as tools in terms of their 
properties that are relevant for achieving a specific goal (Rakoczy, Tomasello, & 
Striano 2005). Although children may discover the properties through their 
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own exploration, it is necessary to see affordances in light of social materialist 
sense (Sinha 2005).

Csibra & Gergely (2006) argue that unlike infants of most other animals, 
human infants are fascinated by objects and enjoy manipulating them. Even though 
chimpanzees use objects as goal-directed tools, and can even modulate the object’s 
properties to achieve the goal, once the goal is reached, they tend to discard it. In 
contrast, human infants are educated to handle objects and to view them as having 
permanent functions. Thus, as a result of this social learning, infants will expect 
objects to have functions. This linkage of object perception and object manipula-
tion is a neurophysiological finding and applies to canonical neurons within the 
mirror neuron system (Rizzolatti et al. 2001). In the mirror neuron system, the 
same neurons are activated by both, when a goal-directed action is observed as 
well as executed. While mirror neurons fire by execution and observation of a 
goal-directed action, canonical neurons (Rizzolatti & Arbib 1998; Grèzes et  al. 
2003) are activated when an object is in focus of attention; they discharge by both, 
when the object is manipulated and when it is solely perceived as if the activity 
with this object would be foreseen.

The knowledge of the object manipulation is endogenous and includes 
prior experiences and expectations. The child will bring it to a situation. Here, 
recent neuroimaging studies show that motor knowledge is a part of it. More 
specifically, Pierno, Becchio, Wall, Smith, Turella & Castiello (2006) have shown 
that when the presence of an object is signaled through gaze, a similar neural 
response in an observer is elicited to an observation of a reach-to-grasp action 
on the same object. This finding suggests that referring to an object we can relay 
on a manipulative experience the persons have with the object.

How object knowledge in the form of affordances influences even linguistic 
behavior has been shown in Clark’s (1973) investigations of the spatial language 
development process. When instructing two years old children to relate an object 
to another, she observed a bias. Accordingly, if the object presented included a sur-
face, further objects were assigned to the trajector role and placed ON the initial 
landmark. If the object presented was a container, the infants put the other object 
IN this landmark. This behavior dominated language understanding to such an 
extent that infants typically placed something ON a table, even if they have been 
requested to put the it UNDER the table. Clark (1973), therefore, proposed that 
infants’ responses to linguistic instructions are guided by the physical properties 
of objects. This bias towards perceptual features of objects establishes a basis for 
the “first linguistic hypotheses” (Clark 1973: 180) in the form of non-linguistic 
strategies. Even though in Clark’s approach, it is difficult to understand how chil-
dren go beyond the stage, where they relay on non-linguistic strategies to a stage 
where they rely on full semantic knowledge of the words, the findings strongly 



	 Meaning in the objects	 

suggest that perceptual knowledge is involved in the process of building up 
linguistic capabilities. This argument has been repeated in other developmental  
research (e.g. Freeman, Lloyd & Sinha 1980; Rohlfing 2001), in which it has 
been shown that linguistic performance of children is grounded in materiality 
and external situations. Based on this research, the materiality of objects that 
influences perception and even linguistic behavior can be operationalized as (1) 
familiarity and (2) canonicality.

Familiarity. There are several studies suggesting that familiarity of objects 
affects perception, conceptualization and linguistic behavior. As to the percep-
tional processes, Flom & Pick (2003) tested 60 children and showed that the effect 
of the familiarity of objects influencing infants’ perception of parental pointing 
behavior. When mothers point to novel objects in contrast to familiar objects, 
18-month-olds follow their point more reliably. Thus, the novelty of objects seems 
to affect children’s attention.

An effect of familiarity on conceptualization in infants has been shown in studies 
by Casasola & Cohen (2002) with 15 infants. In this study, six-month-olds were first 
habituated to some examples of a spatial relationship, either containment (one object 
going into the other), tight-fit (one object fitting into or onto the other) or support 
(one object supported by the other). Following habituation phase, the participating 
infants were tested with: (a) one of the familiar events seen during habituation, (b) 
with familiar objects in a novel relationship, (c) novel objects in the familiar habitu-
ation relationship and (d) novel objects in a novel relationship. The results show that 
infants who were habituated to the containment relationship discriminated reliably 
between different relationships regardless of the nature of objects. However, infants 
habituated to support and tight-fit responded only to changes in the objects and not 
the relationship. This suggests that infants earn to categorize a relationship between 
familiar objects prior to novel objects (Casasola & Cohen 2002).

The proposition that the effect of familiarity is involved in learning processes 
has been tested by Rohlfing (2006) for word learning. In this study, following a 
pretest about children’s understanding of under, 42 children at the age of 20 to 26 
months were trained to learn this preposition. In the test phase, three conditions 
were designed in which children were instructed to put an object under the other: 
(a) a familiar condition, in which the same objects as in training were used (b) a 
transfer condition, in which new toy objects were used and (c) a neutral condition, 
in which abstract objects in form of a sphere located in a wooden construction 
without functional properties were presented. Two year olds children showed very 
good learning effects with familiar objects, while only moderate learning effect 
could be observed in novel objects. No learning effect was observed in the neutral 
condition. This suggests that children need to know about what to do with objects 
in order to build on this information.
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This point holding that object knowledge is involved in object perception is 
less remarked in the language learning theories. Yet, it is a known phenomenon 
in theories about perceptual development and even linguistic research in adults. 
In a study with adults, for example, Coventry and his colleagues (2001) tested the 
understanding of prepositions like over, under, above and below by asking the par-
ticipants to evaluate the appropriateness of a spatial description. They found that 
the participants’ judgment is influenced by object knowledge. Only in cases when 
there are no objects properties of relevance, seem the participants to rely on more 
abstract and objective evaluation method based on geometric features.

Canonicality. Another form of object knowledge is canonicality. Similarly to 
the familiarity effect sketched above, it affects handling of a single object and the 
way the object is held for specific purposes (Freeman, Lloyd & Sinha 1980). A pot, 
for example, must be oriented in an appropriate way to fulfill its function as a con-
tainer. Young infants need to learn this proper orientation. They start often with 
associating two objects together like a pen with a paper, which they simply put 
closely together and find out next that the pen needs to be held at a specific angle 
with its ink top toward the paper in order to write. Seeing a particular orientation 
(e.g. umbrella in an upright position), a child is already provided with some infor-
mation about the role of the object (Rohlfing et al. 2003). This personal experience 
with objects adds a social perspective to the notion of affordances (Sinha 2005). 
Thus, even though people eventually come to an agreement on objective proper-
ties of objects (by the power of collective intentionality as is suggested in Rakoczy 
et al. 2005) so that they are accessible to everybody in a similar way, the crucial 
point here is that what objects afford is not strictly objective. Objects are not per-
ceived by all humans in the same way. Instead, what objects afford (1) depends 
from the intrapersonal experience that a person have gained (Rohlfing et al. 2003) 
and (2) is culturally mediated (Freeman, Lloyd & Sinha 1980; Sinha 1982; Jensen 
de López 2006). When a child perceives an object, the culture-dependent vari-
able is already playing its role, because the object is presented in a particular way 
within a particular social group. Nelson (1996: 96) emphasizes: “Event knowledge 
is social knowledge and social knowledge is event knowledge”. This argument 
opposes the idea that the basis for perceiving a situation is constituted by objects 
as given entities.

The effect of canonicality was experimentally investigated by Freeman, Lloyd & 
Sinha (1980). The authors observed 38 infants at the age of 12 to 15 months in a 
search task, in which two cups on a tray were presented. The child was supposed 
to search for a toy hidden in one of the cups, which was moved round behind 
the distractor cup in order to transpose them. The cups were either both upright 
or both inverted. The authors found that when cups were used in their cus-
tomary orientation, the children’s performance was better. This finding suggests 
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that children have a concept of an object in its “customary orientation” (Freeman, 
Lloyd & Sinha 1980: 259).

Canonicality affects also the relationship between two objects. For example, 
a canonical relationship is established when two objects are put together for the 
most common function (Nelson & Ware 2002) like a lid and a pot, in which case 
the lid goes ON the pot. These conventions are derived from cultural values and 
determine how to handle objects/artifact (Sinha 1983). Handling and manipulat-
ing of objects is inseparable from object knowledge (Sinha calls it “background 
knowledge”, 1983: 269). For the operationalization of object knowledge in form of 
canonicality, it is important to differentiate between the canonical function of an 
object and canonical relationships of objects. A canonical function is linked to the 
role of the object. A table has the canonical function of supporting things; when a 
child puts a toy horse on a table, the canonical function of the table is fulfilled. It is 
not the case for a canonical relationship. For canonical relationship, both objects 
should be involved in a conventional way like, for example, a pot on a table.

How the background knowledge is communicated to children was of issue in 
a study by Choi & Rohlfing (2008). In this cross-linguistic study, 16 English and 
16 Korean speaking mothers were asked to instruct their two years old children 
to do either a canonical or noncanonical relationship between two objects. For 
the analysis, the discourse of the mothers was transcribed and analyzed accord-
ing to whether it follows bring-in or follow-in strategies. Using the follow-in strat-
egy (Tomasello & Farrar 1986) mothers engage in joint attention and follow up 
on the child’s action. Accordingly, mothers say something like “no, put the horse 
under, not up”). Applying the bring-in strategy (Rohlfing & Choi 2004) mothers 
say, for example, “let’s have some tea!” and bring in background knowledge about 
tea drinking or evoke familiar situations that relate to the requested situation. The 
analysis revealed a striking difference in the use of bring-in and follow-in strategies 
as a function of canonicality. In both Korean and English, there was significantly 
more bring-ins than follow-ins for the canonical relationship, and the reverse was 
true for the non-canonical relationship.

In sum, the studies presented above show that objects function not only as 
signified but also as signifiers as they are semiotic resources. If this conclusion 
is true, the influence of materialistic dimension should also be seen for gestural 
behavior, because it often accompanies speech serving communicative function 
(Goldin-Meadow 1999). However, so far, little is known about how gestures are 
impacted by the nature of objects.

Even though gestural behavior is known as a crucial contributing fac-
tor to language performance (e.g. Kita & Özyürek 2003), language understanding 
(Goldin-Meadow, 1999; Goldin-Meadow & Sandhofer 1999) and language develop-
ment (Bates, Thal, Whitesell, Fenson & Oakes 1989; Iverson & Thal 1998), relatively 
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little is known about whether and how parental input, and in particular the semi-
otic information about objects, is conveyed to children’s nonverbally. In a study 
with 17 preschool (mean age was 51 months) and 15 kindergarten (mean age 64 
months) children, McNeil, Alibali & Evans (2000) showed that the effect of ges-
tures on children’s comprehension of spoken language is dynamic and manifold. 
Gestures guide children “toward the semantic content of the spoken message” 
(McNeil, Alibali & Evans 2000: 133). They either reinforce the verbal message as 
they convey the same semantic content or add to the verbal message providing 
additional semantic information (Goldin-Meadow 1999). Whether reinforced 
or supplemented, the additional information in gesture has been investigated to  
support word learning; not only does the use of gesture facilitate fast mapping  
processes but it also helps the child retain the relevant semantic information 
(Capone & McGregor 2006).

In talking to young children, especially the deictic gesture was encountered in 
the literature. Iverson and her colleagues (1999) investigated the synchronization 
of verbal semantics and pointing of Italian mothers when they were engaged in 
an interaction with objects varying in their degree of familiarity. They found that 
mostly reinforcing information is provided in deictic gesture towards children at 
the age of 16 and 20 months. ÖzçaliŞkan and Goldin-Meadow (2005) reported 
the same finding for 22 month olds. It seems that maternal nonverbal behavior 
does not change as a function of children’s age. However, Iverson and her col-
leagues (1999) found that the production of pointing correlated positively with 
children’s vocabulary size suggesting that children whose mothers pointed more 
were advanced in building their vocabulary. This correlation was significant in 
16 month olds but no more significant in 20 month olds.

For our pilot study, it is hypothesized that in the given task, mothers instructing 
for a spatial relation may become aware about their child’s knowledge of objects 
as they get immediate feedback from the child about their understanding of the 
instruction. The aim was to explore whether and how gestures will change as a 
matter of objects’ canonicality.

2.  �Method

2.1  �Subjects

17 American English-speaking and 17 German-speaking mother-child pairs 
participated in this study. Among the English-learners, 8 were boys and 9 girls. 
The age of the children varied from 20 to 26 months (22 months and 11 days on 
average). Participants were selected from an existing subject pool of the Child 
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Language Laboratory at San Diego State University. All were being raised in a 
monolingual American English-speaking environment in and around San Diego. 
Among the German-learners, 7 were boys and 10 girls. The age of children varied 
from 20 to 26 months (22 months and 27 days on average). The age of children 
in our samples spanned over 6 months, because starting at around 20 months 
of age, children are able to engage in such task-oriented dyads. After the age of 
26 months, children’s performance in understanding the prepositions ON and 
UNDER becomes closer to ceiling (Rohlfing 2005). Participants were selected 
from a subject pool of interested parents answering a call for study participa-
tion posed in a local newspaper in Bielefeld (Northern Germany). All were being 
raised in a monolingual German-speaking environment in and around Bielefeld.

2.2  �Stimuli

The sets of objects contained toys that represented their real counterparts (e.g. 
a toy table stands for a real table). Such miniatures were reported to be treated 
as real objects by children at the age of 19 to 30 months (DeLoache, Uttal & 
Rosengren 2004). The sets differed with respect to: (1) the geometry of the spa-
tial relation (horizontal ON, vertical ON, and UNDER) (2) the functionality of 
the spatial relation (canonical versus noncanonical relation). A canonical rela-
tion relates to the most common function between two particular objects. For 
a tunnel and a train, the canonical relation is IN (usually, the train goes in or 
through the tunnel). In contrast to the canonical relation, a noncanonical relation 
was defined as a relation that is possible and plausible with the objects involved but 
does not relate to their customary function, like a train ON a tunnel.

The relations ON and UNDER were chosen because of the different level of 
proficiency children demonstrate in understanding them. While the preposition 
ON is reported to be understood very early, the understanding of UNDER is 
relatively poor at the age of 1;8 to 2;2 (e.g. Sinha et al. 1999; Rohlfing 2005).

Figure 1 shows that the stimuli and the relations chosen for the study were 
varied with regard to the target preposition as well as the canonicality of the rela-
tionships. What might appear counterintuitive is the selected stimulus for the 
noncanonical UNDER-relation, i.e. ‘the horse under a bridge’, because adults tend 
to assign UNDER to be the most common function of a bridge. Rohlfing (2001) 
reports, however, that when no preposition is given, children put a horse on a 
bridge. This suggests that children consider at least this kind of a bridge to be more 
like stairs with the canonical function of going over or being on. Thus, the relation 
requiring a horse to be under the bridge was chosen as a noncanonical one.

As can be viewed from Figure 1, the major limitation of the design resides in 
the fact that only 1 item per condition was used, which restrains the outcome of 



	 Katharina J. Rohlfing

statistical analyses. Ideally, more items should be involved. However, when children 
are two years old, there are not many relations that are reliably canonical, espe-
cially for the UNDER relation. It remains a challenge to find spatial relations that 
(a) offers not only one valid relation but also at least two alternatives – our sets 
offer the UNDER relation in addition to the canonical ‘pot ON table’ and the ON 
to the canonical ‘boy UNDER the umbrella’; the experience was that children per-
ceive both alternatives, and some of them put the boy ON the umbrella (b) should 
be reliably canonical to all participating children.

2.3  �Procedure

A session in this study lasted about half an hour. At the beginning, the experi-
menter engaged the child in free play at a small table, while the mother was filling 
out a language survey (see appendix) about the child’s understanding and produc-
tion of 49 spatial terms. More specifically, the 49 terms that have been asked for 
in the language survey referred to actions (like open, put, hide), relations between 
objects (e.g. in, on, under, to), nouns (such as front, inside, top) and other, deic-
tic terms (here, where). These words were chosen because of their semantic rel-
evance for this experiment. For each child, the reported terms were summed up 
for the production and understanding separately, on which basis the percentage 
of the in the language survey 49 asked terms was then calculated. The percep-
tual scores for production and understanding were later submitted to further 
analyses. Kickert (2008) has shown that the German version of this language 

Figure 1.  Objects in different relationships

ON UNDER

Canonical relations

Table Umbrella

Cup ON a table
Tasse AUF einen Tisch

Boy UNDER an umbrella
Junge UNTER einen Schirm

Noncanonical relations

Tunnel Bridge

Train ON a tunnel
Lok AUF einen Tunnel

Horse UNDER a bridge
Pferd UNTER eine Brücke
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survey correlated strongly with the values of ELFRA-2 (Grimm & Doil 2000), 
which is the German version of the MacArthur-Bates Communicative Develop-
ment Inventories, CDI. The productive vocabulary, for instance, in the language 
survey presented here correlated very significantly with the productive vocabulary 
in ELFRA-2 (r = 0.88, p < 0.001).

Figure 2.  Left side: a session from American English sample; right side: a session from 
German sample

After a few minutes, all toys and books were removed from the table and all 
three participants (the child, the mother and the experimenter) sat at the table (see 
Figure 2). Telling the child that she was going to show some new toys and they 
would all play a game, the experimenter presented the first pair of objects. Next, 
she showed a photo to the mother, depicting a relation, which are all shown in 
Figure 1. From that point on, the data were transcribed from the video-recordings. 
The mother was told that the relation on the photo was the goal of the task, and she 
was instructed to feel free to use verbal and nonverbal behavior to get her child to 
perform the task but not actually perform the relationship on the objects directly. 
If a child was not successful in understanding after several attempts at instructing 
on the part of the mother, the experimenter continued with new toys. The order of 
the photos presented to the mothers was randomized.

2.4  �Category system for nonverbal performance

Table 1 gives an overview of the coding system for nonverbal behavior (see Table 1) 
and its synchronization with the verbal utterances.

The mothers’ gestures were assigned to the type of deictic gesture when they 
extended their pointing finger to an object, a location or the path of motion. Ges-
tural behavior was coded as iconic gesture, when it depicted the physical charac-
teristics of an objects or action, for example an action of building blocks. Iconic 
gestures were coded as reinforcing when they depicted either the object or the action 
that was uttered at the same time. In addition to the common gesture taxonomy, 
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Table 1.  Coding system for nonverbal behavior

Gesture type Characterisation Example in picture

deictic Especially pointing, i.e. gesture 
performed with the index finger in 
reference to objects, locations or 
actions.
–	� Reinforcing pointing: labeling 

what is being pointed at, e.g. 
pointing at the location and 
saying “under” (as on the 
picture).

–	� Supplementing pointing: pointing 
clarifies a deictic term, i.e. 
without a point it is not clear 
to what the terms “this” (when 
pointing at an trajector object) 
or “there” (when pointing at a 
location or landmark object) 
refer

iconic Gesture depicting the physical 
characteristics of an object or an 
action, e.g. an action of putting a 
train (right hand) on the tunnel (left 
hand on the picture)

manipulative Manipulation on objects in order to 
highlight their:
–	� Orientation: mostly used with 

the landmark object (as on the 
picture), which was taken and set 
up on a table so its orientation 
was prepared for the target 
relationship like on the picture.

–	� Role: mostly used with the 
trajector object, which was 
taken and given to the child, by 
which action its active role as an 
trajector object was highlighted 
(see Figure 2 in both examples)

gestural behavior that was typical for the tasks given in the study was identified  
as manipulative gesture (cf. Fritsch 2003). As already described in the Introduc-
tion, this type of gesture includes manipulation of objects highlighting their orien-
tation or their relational role. These gestures can be seen as different from “enactive 
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names” that were suggested as object gestures (Bates et al. 1989: 1005). One reason 
is that in the study, the manipulative gestures are performed by mothers in con-
trast to children in the study by Bates and her colleagues (1989). Another reason 
is a much more complex function that goes beyond the function of recognition 
and association suggested in Bates et al. (1989). This type of gesture is compa-
rable to a pre-stage of what Zukow-Goldring (2006) calls embodying gestures. 
She describes that this gesture takes place when a caregiver puts an infant through 
the motions of some activity; for example when a child tries to peel an orange, a 
caregiver might help and put control over the child’s hand using her or his hand. 
In contrast to the study presented in Zukow-Goldring (2006), in the present study, 
mothers were asked to instruct their child to perform a spatial action (e.g. put the 
boy under the umbrella) but not to perform the action themselves. Therefore, it 
could only be observed how the caregivers set up the objects (e.g. a boy and an 
umbrella), so the child can do it by her-/himself. This was the case when a mother, 
for example, took an umbrella and put it upright, so its proper orientation was 
already set up for the child. Another case of manipulative gestures occurred when 
the mother handed one object (e.g. the train) to her child and instructed to put 
this particular object on another one (the tunnel). In this example, she set up the 
relational role of the train as an active object by giving it to the hand of her child 
and suggesting an activity, and therefore, the trajector-role.

Each type of gesture was coded for its referent, because it was of relevance for 
our analysis, whether the gesture relates to a trajector-, a landmark-object (both 
often accompanied by a noun or the article), a location (often accompanying a 
locative word) or an action. Manipulative gestures were coded as reinforcing when 
the referent (object or action) was also mentioned verbally. For example, the case 
when a mother set up the orientation of the umbrella and said “Stell’ mal hin! 
[put it that way]”, was coded as reinforcing gestures.

With regard to the correspondence between verbal and nonverbal behavior, 
all gestures were described as either reinforcing or supplementing the verbal infor-
mation. Here, not the strict temporal synchrony but rather the equivalence to the 
continuing utterance was crucial. Implementing the correspondence categories to 
the spatial task in our study was straightforward concerning the trajector object. 
In the case a mother, for example, pointed at or manipulated a horse and said “this 
horsey”, this gesture was coded as reinforcing, because the mother labeled what 
she pointed to; when a mother pointed to a horse and said “this”, it was coded as 
supplementing gesture, because the reference of the deictic term is clarified by 
the point. Similarly, concerning the landmark object, one could argue that rein-
forced pointing occurs when a speaker point to a location and says, for example, 
“under the bridge”, so the targeted location and the landmark are verbalized. How-
ever, some challenges arose in the process of coding deictic gestures when for 
some landmark objects (especially the tunnel and the fence), it was difficult to 
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differentiate whether mothers pointed to the landmark object or to the requested 
location. Therefore, these two referential categories were put together. Accord-
ingly, a deictic gesture was coded as reinforced pointing as soon as one of the two 
referents (location or the landmark object) was mentioned in the accompanied 
speech. For example if a mother said “hook it to this!” and pointed to a location, 
even though the landmark was not explicitly mentioned in this utterance, it was 
counted as reinforced pointing, because the location was specified by the term 
“to”. If a mother said “hook it right here” and pointed to a location, it was counted 
as supplementing pointing, because the utterance contains deictic terms referring 
to the location.

Finally, children’s performance was scored as successful in the case when a 
child performed the spatial relation the mother requested. The child’s perfor-
mance was scored as not successful in the case when a child performed other 
spatial configuration instead of the requested relation – this could be often 
observed in the noncanonical conditions, when children kept performing the 
canonical relationship.

The reliability was tested on 25% of the American English and 25% of the 
German data randomly coded by an independent coder. The Cohen’s kappa scores 
for agreement between coders were 0.74 for identifying gestures, 0.87 for identify-
ing gesture types, 0.77 for classifying gestures (whether supplementing, reinforcing, 
or in form of a saccades) according to the correspondence between gesture and 
speech and 0.93 for coding the referent of the gestures.

3.  Results and Discussion

3.1  �Cross-linguistic findings on age, lexicon and performance

The initial analyses focused on the differences between the North American and 
German groups (summarized in Table 2) and encompass the Mann-Whitney 
U-test for independent samples on records that were obtained from the language 
survey filled out by the mothers before the experiment.

There were no statistically significant differences between the German and 
the North American samples for age and the data on their spatial vocabulary 
(see Table 2 for means in both samples). A further dependent variable was chil-
dren’s performance in the task, analyzed by giving scores for the outcome of the 
mother-child dialogue. When a child successfully solved the task, a score of ‘1’ 
was given; when a child performed another relation or when a child did not 
perform at all, a ‘0’ was given. Since the design consisted of 4 tasks, a maximum 
score of 4 was possible. The Mann-Whitney U-test analyses for independent 
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samples revealed no differences between the German and North American sam-
ple on children’s performance. The result is, therefore, that with regard to the 
age, reported lexicon of the children and their performance in the tasks, the two 
samples are comparable.

Concerning the overall performance, out of the four tasks (Table, Umbrella, 
Tunnel, Bridge), children performed 3.1 tasks on average (2 were the minimum 
and 4 the maximum). Because of the comparability were the North American and 
German samples together into one group to obtain a greater statistical power for 
correlational analyses of children performance with their age and lexicon. Chil-
dren’s performance correlated positively with their age (r = 0.50, df = 32, p < 0.01) 
and with reported production of spatial words (r = 0.49, df = 32, p < 0.01) suggest-
ing that older children and/or children with a more advanced spatial vocabulary 
did better on solving the tasks. The production of spatial prepositions as reported 
by the mothers was, therefore, included as a covariate into further analyses. There 
were no significant findings on the age of children correlating with their spatial 
lexicon (r = 0.24, df = 32, p = 0.17 for understanding spatial terms, r = 0.29, df = 32, 
p = 0.1 for production of spatial terms). It suggests that children’s growth of spatial 
lexicon is not only a matter of their age.

3.2  �Gestural type in canonical vs. noncanonical settings

In order to analyze different types of maternal gestural behavior, the Mann-
Whitney U-test first analyses independent samples on different gestural types in 
dependence on canonicality of the settings were conducted. The analyses revealed 
no differences between the German and North American sample on mothers’ ges-
tural performance. Because of this comparability, the North American and German 
samples were put together into one group to obtain a greater statistical power.

Table 2.  Comparison of data on age, lexicon and performance in North American versus 
German sample

North 
American 

sample

German 
Sample

Mann-Whitney 
 U test for 

 independent samples

M SD M SD Z (N=17 in each group)

Age in months 22.7 2.0 22.5 1.9 –0.19, p = 0.86
Production of spatial words in% 30.6 19.3 35.6 20.6 –0.73, p = 0.43
Understanding of spatial  
words in%

63.3 13.9 68.1 19.6 –1.12, p = 0.27

Performance in # of  
successful tasks

3.0 0.87 3.2 0.73 –0.60, p = 0.59
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As introduced above, the maternal gestures were classified into three types: 
deictic, iconic and manipulative. The distribution of the maternal gesture types in 
both samples is presented in Figure 3.

An ANCOVA of the rate of maternal gestures with 3 gestural types (a within-
subject variable, language as a between-subject variable and the production of spa-
tial terms as reported by the mothers being a covariate) revealed a main effect of 
type F(2, 62) = 17.83, p < 0.001, Eta2 = 0.36 with more deictic gestures that were 
observable than any other type. This supports findings from previous studies about 
the majority of gestures produced by mothers being deictic (Iverson et  al. 1999; 
ÖzçaliŞkan & Goldin-Meadow 2005). Furthermore, an interaction between the 
type of maternal gestures and the covariate, namely children’s production of spatial 
terms as reported in the language surveys F(2, 62) = 3.57, p < 0.05, Eta2 = 0.10 was 
found. Accordingly, there was a significant negative correlation between the deictic 
(r = –0.37, df = 32, p < 0.05) and iconic (r = –0.35, df = 32, p < 0.05), but not the 
manipulative (r = –0.08, df = 32, p = 0.65), gestures with children’s productive vocab-
ulary. The obtained interaction suggests that mothers of children with a reported less 
advanced spatial lexicon produced more deictic and iconic gestures. Even though 
the data do not provide longitudinal insights, this finding seems to be amenable 
to the explanation in terms of an adaptation process. Mothers seem to be sensitive 
to the developmental level of the interlocutor (Iverson et al. 1999; Namy & Nolan 
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Figure 3.  The mean number of gestures produced in North American and German samples
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2004) that is determined by children’s communicative capabilities (as reported by 
mothers in language survey) rather than their age.

As to the different types of gestures, it might be questioned whether the category 
of manipulative gesture is a gesture at all and if so whether it should be regarded 
along the same lines as deictic and iconic gestures. Another possibility is to 
consider the manipulative gesture as glue between attentional device and com-
municative gestures (Salas Poblete & Rohlfing 2008). The similarity between the 
manipulative gestures and other communicative gestures was assessed by means 
of correlation coefficients. The resulting positive correlation with deictic (r = 0.41, 
df = 32, p < 0.05) but not iconic gestures (r = 0.01, df = 32, p = 0.95) suggests that 
manipulative gestures seem to be a part of mothers’ gestural repertoire. Related to 
this, in some cases, it could be observed that immediately after a mother prepared 
the orientation of the objects, she pointed to it (see Figure 4).

Kann denn auch hier oben drauf fahren? Die Eisenbahn?
Can

‘Can it go also up here on top? The train?’

MP too here  up on top go? The train?
die
it

Figure 4.  Mother uses the manipulative gesture to orient the tunnel and then points to the top 
of the tunnel (the underlined words are temporally synchronous with the produced gesture)

Especially in the task train/tunnel, it could be observed that mothers prepared 
the tunnel orienting it with the opening away from the child, so it could be rather 
perceived like a block. It appears that this kind of manipulation can draw child’s 
attention to the object. At the same time, it can highlight (the horizontal surface 
in the case of the tunnel) and also limit (the cavity of the tunnel) specific object’s 
characteristics. This way, the child’s attention is guided for the purpose of the task. 
I therefore want to argue that instead of being only an attentional device, manipu-
lative gestures might rather express a planned motor action with the attentional 
function included highlighting specific characteristics of an object (Salas Poblete & 
Rohlfing 2008).

The main focus of analysis was to explore whether the canonicality of the spatial 
relationship can have an influence on the nonverbal behavior. As can be seen in 
Table 3, in noncanonical settings mothers gestured more.
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As to the most expressed gestural type, the deictic gestures, it was analyzed 
whether pointing was reinforcing or supplementing the verbal expression (see 
Table 4). Then the relationship between mothers’ gestural behavior and reported 
vocabulary competence was studied.

Table 3.  Gestural types in dependence on the canonicality of spatial relationships

canonical relationship 
  (Table, Umbrella)

noncanonical relationship 
(Tunnel, Bridge)

deictic gesture 110 146
manipulative gesture 30 58
iconic gesture 6 8
pointing saccades 24 17

Table 4.  Pointing gestures in dependence on the canonicality of spatial relationship 
taken together

canonical relationship 
  (Table, Umbrella)

noncanonical relationship 
    (Tunnel, Bridge)

number of all points 110 146
reinforcing pointing 88 120
supplementing pointing 22 26
pointing saccades 24 17

The data revealed that reinforced pointing correlating negatively with chil-
dren’s reported productive lexicon in the noncanonical (r = –0.44, df = 32, 
p < 0.01) but only marginally significant for canonical condition (r = –0.32, df = 32, 
p = 0.06). Consistent with these findings, children’s production of spatial prepo
sitions also correlated negatively with the increase of reinforced pointing in the 
noncanonical (r = –0.40, df = 32, p < 0.05) but not canonical condition (r = –0.20, 
df = 32, p =  0.24). This supports the interpretation that in noncanonical tasks, the 
proficiency in spatial prepositions seems to play an important role and mothers 
reinforced their verbal message by pointing to children who produced few spatial 
prepositions. Thus, the correlational findings indicate that noncanonical relation-
ships trigger the reinforcing function of deictic gestures.

In the canonical condition, in contrast, a specific pointing behavior in mothers’ 
input was noticed. Here, the examination was motivated by observations reported 
in Rohlfing (2005). Accordingly, especially in canonical tasks (like the Umbrella 
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task), a pointing behavior that can be described as “pointing saccades” (Rohlfing, 
2005) emerges, i.e. mothers indicated the trajector object first, and then their point-
ing finger moved immediately from there to the landmark object (or trajector’s 
would-be-location) as it is captured in Figure 5.

Figure 5.  A pointing saccade: A mother says “Put the dolly under the umbrella” and her 
gestures accompanies the words “dolly” when she points to the little doll and “under” when her 
point moves to the umbrella (duration almost one sec)

Based on these findings, all pointing behaviors were singled out that followed 
this saccade pattern and conducted a correlational analysis (see Figure 6).
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Figure 6.  Mean number of pointing saccades in canonical vs. noncanonical settings

The analysis revealed a negative correlational effect of the frequency of point-
ing saccades with children’s age (r = –0.36, df = 32, p < 0.05). A regression analysis 
with children’s age and their reported production of spatial terms entered in that 
order revealed that only children’s age significantly accounted for 13% of vari-
ance (F(1,33) = 4.9, p < 0.05) in the production of gesture saccades in a canonical 
condition but not in noncanonical condition. The following ANCOVA on the 
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number of pointing saccades with canonicality as a within-subject variable and 
reported production of spatial terms and age as covariates revealed a statistically 
marginal main effect of canonicality F(1, 30) = 3.58, p = 0.068, Eta2 = 0.11 (see 
Figure 6) and also statistical trend for an interaction between canonicality and 
age, F(1, 30) = 3.08, p = 0.09, Eta2 = 0.09. Together these findings indicate that 
when instructing for a canonical relationship, mothers of younger children tended 
to point in saccades, i.e. from the trajector object to the landmark object. Thus, 
gestures in canonical conditions bear the potential to convey information about 
the canonicality of this relationship.

Although statistically weak, the findings can thus provide some indications for 
the hypothesis that gestures can guide children to the social convention of the spa-
tial relationship (canonical or noncanonical). However, more research contrasting 
different canonical and noncanonical relationships is needed to fully answer the 
question whether the pointing saccades indicate a canonical relationship. For the 
time being, it can be proposed that while the reinforcing function of pointing (as 
found by Iverson et al. 1999) is a method integrated in the verbal system, so it cor-
responds to and reinforces the verbal semantic information, the pointing saccades 
may be a method used predominantly to children who are less advanced in lexi-
con. Pointing saccades, similar as iconic gestures (described above), may convey 
early verbally a semantic message about the social function (‘togetherness’) of the 
relationship between two objects.

3.3  �Discussion

Concerning the gestural type, the presented findings confirmed the results found 
in Italian and North American mothers of toddlers by Iverson and her colleagues 
(1999) and extended them to the domain of space. The data presented above reveal 
that overall, mothers produced more deictic gestures than any other type. Fur-
ther, pointing gestures were used more to children with a less advanced spatial 
lexicon. Thus, children’s linguistic capabilities seem to have an impact on mater-
nal nonverbal behavior. In addition, support for the semantic correspondence 
of verbal and nonverbal behavior was found. According to Iverson et al. (1999), 
mothers use gestures in order to reinforce their verbal message to children lexi-
cally less advanced. It should be noted that even though the values reported in 
the language survey developed for the study correlate with the values of ELFRA-2 
(Kickert 2008; Grimm & Doil 2000), it is not a standardized measurement. It is 
possible that the checked words reflect the subjectively perceived dialogical com-
fort or an overall talkativeness of the child rather than the child’s spatial vocabu-
lary. However, both remain related to linguistic capabilities of the interlocutor. A 
further exploration of the function of manipulative gestures revealed that their 
numbers correlate with deictic gestures. I took this finding as an indication that 
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this type of gesture is related to the communicative types. Based on these obser-
vations, I would like to argue that this type can not only guide the interlocutor’s 
attention, but also bears lots of motor impulses, which may facilitate attention 
and reference. Similar to this idea, Booth and her colleague (2008) compared 
whether manipulative gestures such as moving an object to a side can function 
as a referential gesture toddlers aged 28 to 31 months. They tested 80 children 
and found that in comparison to eye-gaze alone, manual forms such as point-
ing, touching or manipulating in concert with gazing facilitate word learning. 
Furthermore, gestural cues that involved contact between speaker and referent 
(such as in touching and manipulation) were superior to those that did not in 
facilitating comprehension of new words. In the authors’ view, manual forms 
of gesture might have an advantage because they integrate a greater number of 
body parts into lengthier and more elaborate actions, which are more visible. 
In addition, they terminate in closer proximity to the location of the target, and 
therefore require less extrapolation from speaker to referent, which might facili-
tate the reference process.

Consistent with McNeil and her colleagues (2000) who found that gestural 
behavior can change as a function of the complexity of the spoken message, – a 
complex message required lexical and syntactic rather than context-based com-
prehension strategies – in the study presented above, it was also found that ges-
tural behavior can change depending on the task demands. The canonicality of the 
spatial configuration between the objects determined the task. A canonical rela-
tionship can trigger more pointing trajectories conveying information about the 
relation (‘togetherness’) of objects, which conveys a social rule. It was also found 
that this behavior occurred especially when the younger children in our sample 
were addressed suggesting that it is a form of early verbal communication. In the 
noncanonical tasks, in contrast, mothers’ pointing served the function of rein-
forcing their verbal information. Here, the pointing fulfills a linguistic function, 
because the gesture corresponds with the verbal message. It could be concluded 
that canonicality is an important contextual factor influencing nonverbal behavior 
in a particular situation (Rohlfing et al. 2003).

To summarize, in support of previous studies and in extension to the domain 
of space, the results also suggest that a simple causal relationship between chil-
dren’s age and the production of maternal gestures does not exist. Instead, it was 
found that mothers’ nonverbal behavior is impacted by children’s productive lexi-
con as reported by the mothers and the canonicality of the spatial relationship. The 
latter results suggest that the perception of objects, for the purpose of referring to 
them, cannot be separated from the social character of the objects, because arti-
facts “have an intrinsic meaning given by their canonical function of use value” 
(Sinha & Rodriguez 2008: 371). In this sense, semantics and pragmatics are insep-
arable (Zelinsky-Wibbelt 1993).
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Clearly, in learning theories such as the Emergentist Coalision Model  
(Hollich et  al. 2000; Golinkoff & Hirsh-Pasek 2006) or usage-based theory  
(Tomasello 2003), the notion of social cues should be extended to characteris-
tics of objects that the children have experience with. Child’s attention to object 
characteristics seems to be educated already in early verbal stages, when care-
givers present objects in a particular manner and demonstrate what to do with 
them (Jensen de López 2006; Zukow-Goldring 2006; Rakoczy et al. 2005). From 
this experience, children gain background knowledge about these objects, which 
will accompany them in their task-oriented performances. Objects should there-
fore be considered as belonging to the “semiosphere” (Lotman 1984). Sinha & 
Rodriguez (2008) assume that before children know what the word “chair” refers 
to, they know about the particular function that a chair has. Thus, such action 
knowledge about “socially constructed and normatively regulated affordances” 
(ibid: 368) proceeds symbolic knowledge. These social facts create a semiosphere, 
i.e. an environment, in which an object or an event bears a meaning. A similar 
conception can be found in Strohner’s (1995) eco-system metaphor stating that 
not the mind alone constitutes the cognition but the mind in the interaction with 
its environment. In contrast to known approaches towards semiotics, Lotman 
(1984) puts the environment in the middle of thinking. In this approach, a sym-
bol does not exist from the beginning but is actually a product of the analysis. For 
the language acquisition, this perspective means that a child is surrounded by a 
meaning-giving environment, in which she or he can rely on different sources of 
meaning. Canonicality or familiarity of objects can be such a source.

Is the concept of a semiosphere containing different sources of meaning valid 
only for the developmental processes? As I showed above, mothers also make 
use of these social facts not only in their verbal but also nonverbal behavior. It is 
possible that such a behavior can be also elicited towards other partners with a 
knowledge deficiency.

3.4  �Conclusions

In this paper, two operationalizations of the materiality were suggested: (i) the 
familiarity and (ii) the canonicality of objects. With reference to previous litera-
ture, it was shown that the influence of the nature of objects is crucial for ver-
bal behavior. The results of the pilot study presented here further suggest that 
materiality also impacts nonverbal behavior as different gestural pattern could be 
observed in dependence of the canonicality of the relationships between objects. 
However, as only limited number of objects and only two relationships (ON and 
UNDER) were tested, these findings serve rather as further hypotheses that should 
be tested under experimental conditions with careful variations in the nature of 
objects, further relationships and more objects.
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Based on the findings from verbal behavior in the previous literature 
and the indications from the pilot study presented here, it can be concluded that  
ecologically valid objects will restrict the answers and people (children and adults) 
are guided by them in their linguistic behavior. In experimental pragmatics, a 
careful variation of the nature of objects – i.e. their typical or familiar appearance, 
canonical functions, other use values – is therefore necessary.
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Appendix

Language Survey

femaleChild’s Name
Age in months
Date of Birth

Does the child have any brothers or sisters?

Please indicate which words the child is able to understand (   ) and
which she / he able to produce(    ):

yes

Actions
put

o�

on
away

to
behind
in front of
in back of
between
next to
in
on
under

underneath

above
below
through

around

If the chilld produces two word combination, please provide some examples (e.g. Daddy home)

here!

hole
underside
side

(on the) edge
bottom
outside
inside

top (on top of )

front
back

(in the) middle

where?
there!

this/that

give

fall

hide
hang
turn
turn over
go/ get in
take out
open
close
up

down

upside down
together
apart

out

Others

Thank you!

Nouns

Relations between objects

no
age:
age:

male

Date



Blocking modal enrichment (tatsächlich)*

Hans-Christian Schmitz 
Fraunhofer FIT

I show that under the right circumstances recipients can carry out operations 
of modal enrichment. Such enrichment operations can be blocked. One means 
of blocking modal enrichment in German is using the adverb tatsächlich (‘in 
fact’). I define tatsächlich as an enrichment blocker and support this definition by 
experimental data.

1.  �Introduction

Several forms of meaning enrichment have been discussed in the literature and sub-
sumed under the terms ‘impliciture’ (Grice 1989; Bach 1994) and ‘expliciture’ (Carston 
2002), among other terms.1 The sentences in (1) are two well-known examples:

	 (1)	 a.	 It’s raining.
		  b.	 You are not going to die.

Example (1a) is from Perry (1998). Perry claims that the sentence is always inter-
preted as meaning that it is raining at some specific location, although no location 
is explicitly mentioned. The hearer must add this location in order to derive the 
sentence meaning as intended by the speaker. Example (1b) is from Bach (1994). 
Imagine a mother uttering (1b) to her son who is upset about a minor injury. Of 
course, the mother does not convey that her son his immortal (which would be the 
sentence’s literal meaning) but that he will not die from that particular injury. In 
both examples, the literal meaning of the respective sentence has to be expanded.

*  Thank you to all test subjects who participated in the experiments. Thank you also to 
Benedikt Löwe for providing me with the paradigmatic time-example, and to Bernhard 
Fisseni, Eric Fuß, Uwe Kirschenmann, Joost Kremers, Manfred Kupffer, Charlotte Matheson, 
Cécile Meier, Jörg Meibauer, Ulrich Missberger, Katja Niemann, Christian Plunze, Bernhard 
Schröder, Magda Schwager, Markus Steinbach, Henk Zeevat, Ede Zimmermann and  
an anonymous reviewer for helpful comments and stimulating discussions. All mistakes 
are mine.

.  For a comparison of the terms and the approaches connected to them, cf. Bach (2006).
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In this paper, I will discuss one kind of meaning enrichment that has not 
gained much attention so far and that I call ‘modal enrichment’. It is exemplified 
by (2):

	 (2)	 A: Wie spät ist es?
		  B: Es ist 5 nach 3, meine Uhr geht aber 5 Minuten vor.
		  ‘A: What time is it?
		  B: It’s 5 past 3, but my watch is 5 minutes fast.’

As will be shown in the next section, B’s answer is usually interpreted non-literally, 
meaning that it is 5 past 3 by the speaker’s watch and that, therefore, it is in fact 
3 o’clock. Hearers of the answer expand it’s literal meaning by constructing and 
applying a modal operator (by the speaker’s watch). Such an expansion is what I 
call ‘modal enrichment’.

I claim that enrichment operations are conventionalised. They can be defined 
within pragma-semantic feature structures that represent both the literal mean-
ings and expanded meanings of sentences. I will introduce such a feature structure 
for the answer of (2).

Enrichment operations are performed by recipients, not by speakers. There 
can be situations in which modal enrichment does not lead to the interpretation 
intended by the speaker. In such a situation, the speaker can avoid a misunder-
standing by explicitly blocking enrichment. I will argue that in German such a 
blocking function is fulfilled by the word ‘tatsächlich’ (‘in fact’). Within the pro-
posed pragma-semantic feature structures, ‘tatsächlich’ can be defined as a pure 
enrichment blocker that affects the applicability of modal enrichment without 
changing the literal meaning of its host.

My analyses both of modal enrichment and of ‘tatsächlich’ are based on exper-
imental data obtained from linguistically naïve test subjects. I presented them dia-
logues like (2) and asked questions like what time it is according to B’s response. 
Answering these questions requires the interpretation of the examples. Thus, from 
the subjects’s answers I can infer their interpretations of the examples and, in par-
ticular, I can infer whether they perform an operation of modal enrichment or not. 
All test subjects are speakers of German. Therefore, the experimental data only 
support an analysis of ‘tatsächlich’, not of its English counterpart ‘in fact’. However, 
I assume that ‘tatsächlich’ and ‘in fact’ play similar roles.

The outline of this paper is as follows: in Section  2, I will discuss serveral 
examples that serve as evidence for modal enrichment, and I will introduce 
pragma-semantic feature structures for defining modal enrichment operations. 
In Section  3, I will add ‘tatsächlich’ to the examples and show how this effects 
interpretation. I will propose a definition of ‘tatsächlich’ as an enrichment blocker. 
Finally, in Section 4, I will discuss objections against my definition.
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2.  �Modal enrichment

I asked 42 test subjects to write down what time it is, according to B’s response in 
example (2), here repeated as (3):

	 (3)	 A: Wie spät ist es?
		  B: Es ist 5 nach 3, meine Uhr geht aber 5 Minuten vor.
		  ‘A: What time is it?
		  B: It’s 5 past 3, but my watch is 5 minutes fast.’

The experiment, like all other experiments that I will refer to in this paper, took 
place in a classroom setting. The example was projected onto a wall, and it was 
read aloud twice. The test subjects noted down the time on their own. That is, the 
experiment was not a multiple choice experiment, I did not present a list of times 
to choose from.2 This is the result: 36 subjects (85.7%) believed it to be 15:00, 
which is not the literal meaning of B’s answer. Only six subjects (14.3%) believed 
it to be 15:05, which is the literal meaning of the answer. Thus, the vast majority 
interpreted B’s answer non-literally.

Of those subjects that arrived at the non-literal interpretation I asked the sub-
jects how they had arrived at this interpretation. They answered that they interpreted 
the example in the sense of ‘By my watch it’s 5 past 3, but my watch is 5 minutes 
fast’. This entails that it is 15:00. The example was not invented. When I first heard 
it, I asked the speaker what he meant. He replied that he meant that it was 15:00. 
Thus, the subjects interpreted the example in the way that was intended by the 
original speaker.

The non-literal interpretation can be modelled as follows: in the second con-
junct of the answer, the subjects identify a noun phrase that denotes a potential 
information source (‘my watch’). They transform the semantic representation of 
the noun phrase into a modal operator (by the speaker’s watch), apply this operator 
to the semantic representation of the first conjunct, and then infer what time it is. 
I call the operation of constructing and applying a modal operator an ‘operation 

.  All test subjects of this and the other experiments referred to in this paper were first-
year students in linguistics at the University of Bonn or the University of Frankfurt. The 
experiments were carried out between 2005 and 2008. In this first experiment, 26 subjects 
were native speakers of German and 16 subjects were non-native speakers of German. 
There was no significant difference between these groups regarding their answers. In all 
other experiments – that is, in every experiment except this first one (consisting of two parts, 
namely the interpretation of example (3) and the interpretation of example (10) in Section 3 –  
all test subjects were native German speakers.
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of modal enrichment’. The subjects perform an operation of modal enrichment in 
order to grasp the meaning intended by the speaker.

The experiment was repeated serveral times with different test subjects. The 
resulting data are very robust:

–– 43 test subjects – 15:00: 94%; 15:05: 6%
–– 42 test subjects – 15:00: 85.7%; 15:05: 14.3%
–– 17 test subjects – 15:00: 82.3%; 15:05: 5.9%; 15:10: 5.9%; ‘?’ : 5.9%
–– 44 test subjects – 15:00: 90.9%; 15:05: 6.8%; 15:10: 2.3%

One might speculate that the non-literal translation is prompted by the presence 
of ‘aber’ (‘but’). However, this is not the case: we can change the position of ‘aber’ 
(example (4a)), we can replace ‘aber’ with ‘und’ (‘and’, example (4b)), and we can 
even leave out the conjunction and divide the answer into two separate sentences 
(example (4c)) without changing the interpretations. The first part of Table  1 
shows experimental results for the examples (4a)–(4c) which prove that the non-
literal interpretation does not depend on ‘aber’.

	 (4)	 A: Wie spät ist es?
		  ‘A: What time is it?’
		  a.	 B: Es ist 5 nach 3, aber meine Uhr geht 5 Minuten vor.
			   ‘B: It’s 5 past 3, but my watch is 5 minutes fast.’
		  b.	 B: Es ist 5 nach 3, und meine Uhr geht 5 Minuten vor.
			   ‘B: It’s 5 past 3, and my watch is 5 minutes fast.’
		  c.	 B: Es ist 5 nach 3. Meine Uhr geht 5 Minuten vor.
			   ‘B: It’s 5 past 3. My watch is 5 minutes fast.’

One might also speculate that modal enrichment for time announcements is 
hard-wired, that is, that time announcements are always interpreted with respect 

Table 1.  Interpretations of examples (4a)–(4c), (5a)–(5c), (6)

15:00 15:05 15:10 ‘?’

example (4a), 48 test subjects: 85.4% 12.5% 2.1%
example (4b), 22 test subjects: 81.8% 13.6% 4.6%
example (4c), 48 test subjects: 81.3% 16.7% 2.1%

example (5a), 70 test subjects: 37.6% 52.9% 8.6%
example (5b), 17 test subjects: 5.9% 82.4% 5.9% 5.9%
example (5c), 21 test subjects: 31.8% 68.2%

example (6), 35 test subjects: 34.3% 65.7%
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to a given clock or watch. However, this is not the case either, the interpretation 
of the example remains influenced by both choice of words and sentence order. 
When we replace ‘aber’ (‘but’) or ‘und’ (‘and’) with ‘denn’ (‘because’, example (5a)) 
or ‘obwohl’ (‘although’, example (5b)), the interpretations change significantly. 
Test subjects also grasp different interpretations when we change the order of the 
answer sentences, as in example (5c). (Cf. the second part of Table 1.)

	 (5)	 A: Wie spät ist es?
		  ‘A: What time is it?’
		  a.	 B: Es ist 5 nach 3, denn meine Uhr geht 5 Minuten vor.
			   ‘B: It’s 5 past 3, because my watch is 5 minutes fast.’
		  b.	 B: Es ist 5 nach 3, obwohl meine Uhr 5 Minuten vorgeht.
			   ‘B: It’s 5 past 3, although my watch is 5 minutes fast.’
		  c.	 B: Meine Uhr geht 5 Minuten vor. Es ist 5 nach 3.
			   ‘B: My watch is 5 minutes fast. It’s 5 past 3.’

Furthermore, interpretation can be influenced by accentuation. When we place a 
very strong, contrastive accent on ‘ist’ (‘is’) in the original example, the majority of 
test subjects favour the literal interpretation. (Cf. the third part of Table 1.).

	 (6)	 A: Wie spät ist es?
		  B: Es IST 5 nach 3, meine Uhr geht aber 5 Minuten vor.
		  ‘A: What time is it?
		  B: It IS 5 past 3, but my watch is 5 minutes fast.’

Let me take stock: firstly, examples (3) and (4) show that it is possible to apply an 
operation of meaning expansion in order to construct a modal context for inter-
pretation. Test subjects strongly tend to interpret the answers of theses examples 
non-literally; their interpretation demands an operation of modal enrichment. In 
principle, the subjects could interpret the answers literally and infer that it is 10 
past 3 by the speaker’s watch: ‘It is 5 past 3. The watch is five minutes fast. There-
fore, it is 10 past 3 according to the watch.’ This interpretation, however, seldom 
occurs, and it is not the interpretation intended by the speaker. Secondly, examples 
(5) and (6) show that modal enrichment depends on linguistic criteria like word 
choice, sentence order and stress. The interpretations of theses examples differ 
significantly from the interpretations of examples (3) and (4). When we perform 
tests3 for comparing the experimental data – for instance, the interpretations of 
(4c) vs. the interpretations of (5c) – we get p-values < 0.001 as results.

Why do the test subjects perform an operation of meaning enrichment in 
interpreting (3) and (4)? A pragmatic explanation of the phenomenon might go 

.  Fisher tests for exact data, two sided.
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as follows: meaning enrichment is triggered by the Gricean maxim of relevance. 
The test subjects perform an operation of modal enrichment in order to ‘make’ 
B’s entire answer relevant. The information that the watch is five minutes fast is 
irrelevant unless it has an effect on the determination of the time. It does not have 
such an effect if ‘It’s 5 past 3’ is interpreted literally, but it has such an effect if ‘It’s 5 
past 3’ is interpreted in the sense of ‘By my watch it’s 5 past 3’.

Against this explanation one might argue that A asks for the time and not for 
technical details about B’s watch. B’s answer contains irrelevant information about 
the watch irrespectively of whether the answer is interpreted literally or non-literally. 
Thus, modal enrichment does not make the entire answer relevant; relevance cannot 
be a reason for choosing the non-literal interpretation.

Two replies: firstly, it is true that A does not ask for information about 
the watch. However, it is only when B’s answer is interpreted non-literally that 
this information becomes crucial – that is, relevant – for determining the time. 
Secondly, it is only due to the information about the watch that A comes to know 
what B takes to be the time, and how it is that he has come to his conclusion. A can 
therefore estimate B’s credibility and switch from the belief ‘B believes that it is 3 
o’clock’ to the belief ‘It is three o’clock’. This makes the information about the watch 
interesting (and relevant).

Even in examples (5a), (5c) and (6), about one third of the test subjects 
grasped the non-literal meaning, which means that this interpretation is in prin-
ciple available (although not preferred by the majority). When several inter-
pretations are available, criteria for identifiying the best interpretation(s) are 
needed. If ‘relevance’ only refers to the information given by the answer – if, for 
instance, ‘relevant’ means nothing more than ‘giving only information necessary 
for answering the question under discussion’ (cf. Groenendijk (1999), Schmitz 
(2008a)) –, then it is not a sufficent criterion for explaining why example (4c) 
(two separate answer sentences) is interpreted non-literally while example (5c) 
(the same sentences in a different order) is interpreted literally. It seems as, in 
order to be an adequate criterion, ‘relevance’ must refer to rhetorical structure 
and human reasoning capacities. Schmitz & Fisseni (2011) discuss the explication 
of an adequate relevance concept in further detail.

So far, I have dealt with only one specific modal operator (by the speaker’s 
watch) and therefore with only one operation of modal enrichment. Can other 
kinds of modal contexts be created by modal enrichment as well, or is example (3) 
a singular example?

	 (7)	 a.	 A: Was glaubt Paul, wann er kommt?
			�   B: Er kommt um 3 Uhr, er kommt aber wie immer eine Stunde später 

als er glaubt.
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			   ‘A: When does Paul believe that he will arrive?
			�   B: He will arrive at 3 o’clock, but as always he will be one hour later 

than he believes he will be.’
		  b.	 A: Du hast doch mit Peter gesprochen. Wann kommt er?
			�   B: Er kommt um 3 Uhr, er verspätet sich aber wie immer um eine 

Stunde.
			   ‘A: You have talked to Peter. When will he arrive?
			   B: He will arrive at 3 o’clock, but as always he will be one hour late.’

I presented the dialogues (7a) and (7b) to test subjects, and asked them to write 
down when they expected Paul and Peter to be ‘here’ (‘Wann, glauben Sie, wird 
Paul/ Peter hier sein? ’).4 I assume that if a test subject expected Paul or Peter to 
be here at 15:00 then B’s respective answer was interpreted literally by the subject. 
Conversely, if the test subject expected Paul or Peter to be here at 16:00, the answer 
was interpreted non-literally in the sense of ‘Paul believes that he will arrive at  
3 o’clock’ or ‘Peter said that he will arrive at 3 o’clock’. As with example (3), I assume 
that it can be infered from the test subjects’ answers whether they performed an 
operation of modal enrichment or not. Table 2 shows the results of the experi-
ment: about half of the subjects performed an operation of modal enrichment in 
interpreting example (7a), more than 2/3 of the subjects performed an operation 
of modal enrichment in interpreting example (7b).

Table 2.  Interpretations of examples (7)

14:00 15:00 16:00 ‘?’

example (7a) (41 test subjects) 4.9% 43.9 % 51.2%
example (7b) (43 test subjects) 2.3% 20.9% 72.1% 4.7%

The examples have two interesting features: firstly, they show that in prin-
ciple modal enrichment is possible with doxastic operators (like in example (7a)) 
and with indirect-speech operators (like in example (7b)). Thus, examples (3) and 
(4) are not the only cases in which modal enrichment can take place.5 Secondly, 
the examples show that whether a recipient will perform an operation of modal 

.  The sets of test subjects were distinct.

.  One might claim that B’s response in example (7a) can be interpreted as a constituent 
answer to A’s question and that therefore (7a) is not a proper example for modal enrichment. 
I doubt that - a constituent answer would be rather just ‘3 o’clock’. In any case, B’s response in 
example (7b) cannot be interpreted as a constituent answer to A’s question. Therefore, at least 
(7b) is an additional example for modal enrichment.
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enrichment or not cannot be anticipated in all cases. In both examples (7), B can-
not be certain that A grasps one specific meaning of his answer. B is probably 
misunderstood.

	 (8)	� Ich habe mich mit Cécile unterhalten, die sich vorher mit Eric unterhalten 
hat.

		  –	 Was hat Cécile Dir erzählt?
		  –	� Eric glaubt, dass wir uns im Club Voltaire treffen, aber Cécile 

 verwechselt den Club Voltaire immer mit dem Club Rousseau.

		  ‘I have spoken to Cécile, who previously spoke to Eric.
		  –	 What did Cécile tell you?
		  –	� Eric believes that we will meet in Club Voltaire, but Cécile always mixes 

up Club Voltaire with Club Rousseau.’

The interesting feature of example (8) is that it already contains a modal opera-
tor (Eric believes that). In two experiments, I asked test subjects to write down in 
which club Eric thinks ‘we’ will meet (‘In welchem Club, glaubt Eric, treffen wir 
uns? ’). If a subject assumed that Eric believes that we will meet in Club Voltaire6 
then he interpreted the answer literally. Conversely, if the subject assumed that 
Eric believes that we will meet in Club Rousseau then he did not interpret the 
answer literally but in the sense of ‘According to Cécile, Eric believes that we will 
meet in Club Voltaire’. (Cécile always mixes up Club Voltaire with Club Rousseau. 
Thus, Eric believes that we will meet in Club Rousseau.) The results of the experi-
ments are shown in Table 3: in the first experiment, the majority of test subjects 
interpreted the answer non-literally. In the second experiment about one third of 
the subjects interpreted the answer non-literally. This proves that the non-literal 
interpretation is available although not generally preferred.

Table 3.  Interpretations of example (8)

Club Voltaire Club Rousseau

first experiment (17 test subjects) 47.1% 52.9%
second experiment (42 test subjects) 69.0% 31.0%
both experiments (59 test subjects) 62.7% 37.3%

Marginal note: the subjects were told that it was a linguistic hypothesis – and 
not the subjects themselves – that was being tested. However, it is likely that the 
subjects misconceived the task of interpreting example (8) as a quiz. This may be 

.  A famous club in Frankfurt.
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the reason that the subjects chose one of the clubs as an answer, rather than simply 
choosing to answer ‘I do not know’. I assume that in a real world setting most 
people would ask for clarification. This, however, does not affect my interpretation 
of the data: if a modal enrichment operation was not available in the context of the 
example, then the subjects would not have to ask for clarification but would simply 
grasp the literal meaning.

Another marginal note: obviously, the results of the two Voltaire-experiments 
differ significantly. I do not have an explanation for this difference.

Let me take stock: recipients can perform operations of meaning enrichment. 
One of these operations is the creation of a modal context for interpretation (by 
the speaker’s watch, …). A cooperative speaker wants to be understood. He must 
anticipate possible meaning enrichments which might be carried out by the recipi-
ent. A recipient wants to understand the speaker. He can only carry out meaning 
enrichments that can be anticipated, or intended by the speaker. It must be clear in 
advance what kinds of meaning enrichment operations can be carried out. The set 
of enrichment operations that can in principle be carried out is restricted. We can 
take these operations into account when we construct meaning representations 
for utterances.

{ λw [it’s-5-past-3](w), λw [by-watch(λw′ [it’s-5-past-3(w′)])(w)] } ⊆

φ (

NORMAL λw [it’s-5-past-3(w)]

ENR MODAL OP λQλw [by-watch(Q)(w)], ...
)

In formula 1, an abridged feature structure is used to describe the meaning of the first 
conjunct of B’s answer in example (2)/(3), here again repeated as example (9):

	 (9)	 A: Wie spät ist es?
		  B: Es ist 5 nach 3, meine Uhr geht aber 5 Minuten vor.
		  ‘A: What time is it?
		  B: It’s 5 past 3, but my watch is 5 minutes fast.’

For reasons of readability, the structure includes lambda-expressions, but it can 
be easily transformed into a proper HPSG-like feature structure without lambda-
expressions.7 The value of the NORMAL-feature is a representation of the literal 
meaning of ‘It’s 5 past 3’. This is the normal semantic part of the meaning represen-
tation. By the ENRichment-feature possible meaning enrichment operations are 
specified. This is the pragmatic part of the meaning representation. Here, only the 

.  A further example is given by Schmitz (2008b).

(1)
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operation of modal enrichment with the available modal OPerators is named. 
Since modal enrichment is not declared to be obligatory, the meaning repre-
sentation is underspecified. By a function φ, we can compute the set of fully 
specified meaning representations of ‘It’s 5 past 3’. This set contains ‘It’s 5 past 
3’ (λw[it’s-5-past-3](w)) and ‘By my watch it’s 5 past 3’ (λw[by-watch(λwʹ[it’s-
5-past-3(wʹ)](w)]). To filter out all but one of these representations – that is, 
to unambiguously identify the meaning intended by the speaker – additional 
pragmatic criteria are needed.

To sum up: operations of (pragmatic) modal enrichment can influence the 
truth conditions of a sentence. I specifiy the truth-conditional content of both 
literal and non-literal interpretations within the same framework. If one urges 
me to distinguish semantics and pragmatics within this framework,8 then I claim 
semantics to describe the literal meanings of sentences and pragmatics to describe 
possible modifications of these literal meanings. (This is of course not every-
thing that is to say about pragmatics.) Both the semantics and the pragmatics of a  
sentence, as understood here, are conventionalized.

3.  �Blocking modal enrichment

It can be that in a given situation an operation of meaning enrichment is not oblig-
atory but merely optional for the recipient. This is the case when several inter-
pretations can be derived and additional pragmatic criteria do not suffice to filter 
out all but one of these interpretations (cf. the examples (7) and (8) above). In 
such a situation, a speaker cannot be sure whether the recipient will perform this 
operation; and the recipient cannot be sure whether he should perform it or not. 
In order to assure that he is properly understood, the speaker must control which 
enrichment operations are performed by the recipient. I claim that some words are 
exclusively used for controlling meaning enrichment. In particular, I claim that the 
German adverb ‘tatsächlich’ (‘in fact’) serves the singular purpose of controlling 
modal enrichment.

	 (10)	 A: Wie spät ist es?
		  B: Tatsächlich ist es 5 nach 3, meine Uhr geht aber 5 Minuten vor.

		  ‘A: What time is it?
		  B: In fact, it’s 5 past 3, but my watch is 5 minutes fast.’

.  An anonymous reviewer asked me to.
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I asked 42 test subjects – the same subjects that also interpreted example (3) – to 
write down what time it is according to B’s answer of example (10). Example (10) 
differs from example (3) only with respect to the occurrence of ‘tatsächlich’. The 
results are given in the first part of Table 4: only two subjects performed an oper-
ation of modal enrichment and interpreted the answer non-literally. 40 subjects 
(95.2%) did not perform an enrichment operation but interpreted the answer liter-
ally. Remember that the experiment with example (3) (answer without ‘tatsächlich’) 
yielded converse results, the clear majority of subjects (85.7%) performed an opera-
tion of modal enrichment. The pooled data of both experiments are highly signifi-
cant regarding a correlation of the test subjects’ interpretations and the occurrence 
of ‘tatsächlich’. The one-sided Fisher-test9 yields a p-value of < 0.001.

Table 4.  Interpretations of examples (3) and (10), (11), (12)

15:00 15:05 15:10 ‘?’

example (3), 42 test subjects: 85.7% 14.3%
example (10), 42 test subjects: 4.8% 95.2%

example (11a), 17 test subjects: 82.4% 5.9% 5.9% 5.9%
example (11c), 17 test subjects: 94.1% 5.9%

example (12a), 35 test subjects: 34.3% 65.7%
example (12b), 35 test subjects: 5.7% 94.3%

	 (11)	 A: Wie spät ist es?
		  ‘A: What time is it?’ 
		  a.	 B: Es ist 5 nach DREI, meine Uhr geht aber 5 Minuten vor.
			   ‘B: It’s 5 past THREE, but my watch is 5 minutes fast.’
		  b.	 B: TATSÄCHLICH ist es 5 nach 3, meine Uhr geht aber 5 Minuten vor.
			   ‘B: IN FACT, it’s 5 past 3, but my watch is 5 minutes fast.’
		  c.	 B: Es ist tatsächlich 5 nach DREI, meine Uhr geht aber 5 Minuten vor.
			   ‘B: In fact, it’s 5 past THREE, but my watch is 5 minutes fast.’

Is the change of interpretations really an effect of ‘tatsächlich’, or is it a focus 
effect? The original example (3), repeated as (11a), was neutrally accentuated with 
nuclear stress on ‘drei’ (‘three’). In example (10) (= (11b)), ‘tatsächlich’ carries the 
strongest accent. Therefore, the examples do not only differ with respect to the 
occurrence of ‘tatsächlich’ but also in their stress patterns. In order to test whether 
this difference has an effect on the test subjects’ interpretations, I repeated the 

.  This test, like every other test mentioned here, was the Fisher test for exact data.



	 Hans-Christian Schmitz 

experiment with the examples (11a) and (11c).10 Example (11a) is identical to the 
original example (3). The answer of (11c) contains ‘tatsächlich’ but, unlike (10)/
(11b), I read the answer with the nuclear stress on ‘drei’, like in the original exam-
ple.11 The results are given in the second part of Table 4: the data are still highly 
significant regarding a correlation of the interpretations and the occurrence of 
‘tatsächlich’; the one-sided Fisher-test yields a p-value of < 0.001. The data are not 
significant regarding a correlation of the interpretations and the different stress 
patterns (example (11b) vs. example (11c)).

	 (12)	 A: Wie spät ist es?
		  ‘A: What time is it?’
		  a.	 B: Es IST 5 nach 3, meine Uhr geht aber 5 Minuten vor.
			   ‘B: It IS 5 past 3, but my watch is 5 minutes fast.’
		  b.	 B: Es ist tatsächlich 5 nach DREI, meine Uhr geht aber 5 Minuten vor.
			   ‘B: In fact, it’s 5 past THREE, but my watch is 5 minutes fast.’

In the previous section it was proved that a strong, contrastive accent on ‘ist’ (‘is’) 
in the original example deters test subjects from performing an operation of modal 
enrichment. (Cf. example (6), repeated as (12a).) I conducted another experi-
ment in order to compare the accentuation effect with the effect of ‘tatsächlich’. I 
asked 35 subjects to write down what time it is according to the answers given in 
examples (12a) and (12b). The results are given in the third part of Table 4: as can 
be seen, the effect of ‘tatsächlich’ is much stronger than the effect of contrastive 
stress. The two-sided Fisher-test to compare the interpretations of the examples, 
and therefore to compare the different effects, yields a p-value of < 0.01. Thus, it 
is not by accident, that the subjects stronger prefer the literal interpretation when 
‘tatsächlich’ occurs.

Interim stock-taking: due to the occurrence of ‘tatsächlich’, example (10) is 
interpreted literally.

As long as we define meaning in terms of truth-conditions, ‘tatsächlich’ does 
not affect the literal meaning of the example sentence. Literally understood, ‘Es ist 
5 nach 3’ and ‘Tatsächlich ist es 5 nach 3’ have the same truth conditions. We can 
define a function [[ ]]N for translating the German sentences into literal meaning 
representations. By this function the sentences with and without ‘tatsächlich’ can 

.  17 sujects took part in this experiment.

.  The example-dialogues were not pre-recorded but read aload ‘live’ to the test subjects. 
Nevertheless, I can be assured that the examples were realized with exactly the stress patterns 
given in (11).
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be translated into different representations (cf. formula 2 and 3). However, these 
representations have to be equivalent (cf. formula 4).12

	 [[Es ist 5 nach 3]]N = λw [it’s-5-past-3(w)]� (2)
	 [[Tatsächlich ist es 5 nach 3]]N	 =	 λw [FACT (λwʹ [it’s-5-past-3(wʹ)]) (w)]	 (3)
	 λw [it’s-5-past-3(w)]	 ≡	 λw [FACT (λwʹ [it’s-5-past-3(wʹ)]) (w)]	 (4)

‘Tatsächlich’ does not have direct truth-conditional content, but it blocks the 
creation of a modal interpretation context. This function can be easily modelled 
within an approach that makes use of feature structures as introduced in the pre-
vious section. I add an APPLication-feature and set its value on ‘blocked’. OPera-
tors that are blocked cannot be applied to the NORMAL meaning representation. 
Thus, modal enrichment is inhibited.

λw [it’s-5-past-3] (w) ∈

λw [by-watch(λw′[it’s-5-past-3(w′)])(w)] ∉

φ (

NORMAL λw [FACT(λw′[it’s-5-past-3(w′))](w)]

ENR MODAL
OP λQλw [by-watch(Q)(w)], ...

APPL       blocked

)

To sum up: in example (10), ‘tatsächlich’ blocks modal enrichment. Therefore, the 
answer sentence cannot be non-literally interpreted, in the sense of ‘By the speak-
er’s watch it’s 5 past 3’. That does not mean that ‘By the speaker’s watch it’s 5 past 
3’ is false. It just means that this is not the interpretation intended by the speaker.

In the previous section, examples for enrichments with other modal operators 
were given. Can these enrichments be blocked by ‘tatsächlich’ as well?

	 (13)	 a.	 A: Was glaubt Paul, wann er kommt?
			�   B: �Tatsächlich kommt er um 3 Uhr, er kommt aber wie immer eine 

Stunde später als er glaubt.
			   ‘A: When does Paul believe that he will arrive?
			�   B: �In fact, he will arrive at 3 o’clock, but as always he will be one hour 

later than he believes he will be.’

.  Within Hybrid Logic the FACT-operator can be defined as an operator that points to 
the world given as argument. Cf. Blackburn et al. (2001). (Thanks to Bernhard Schröder for 
poiting that out to me.)

(5)
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		  b.	 A: Du hast doch mit Peter gesprochen. Wann kommt er?
			�   B: �Tatsächlich kommt er um 3 Uhr, er verspätet sich aber wie immer 

um eine Stunde.
			   ‘A: You have talked to Peter. When will he arrive?
			�   B: �In fact, he will arrive at 3 o’clock, but as always he will be one hour 

late.’

The same test subjects who interpreted the examples (7a) and (7b) were asked to 
interpret the same examples with ‘tatsächlich’ ((13a) and (13b)) and to answer the 
questions ‘When, do you think, will Paul be here? ’ and ‘When, do you think, will 
Peter be here? ’ (‘Wann, glauben Sie, wird Paul/ Peter hier sein? ’). The results are 
given in Table 5: as can be seen, ‘tatsächlich’ blocks modal enrichment effectively. 
One sided Fisher-tests for proving the correlation of the interpretations and the 
occurence of ‘tatsächlich’ yield p-values of < 0.001. The data are therefore highly 
significant regarding this correlation.

Table 5.  Interpretations of examples (13)

14:00 15:00 16:00 ‘?’

example (7a) 4.9% 43.9% 51.2%
example (13a) (with ‘tatsächlich’)) 90.2% 9.8%
example (7b) 2.3% 20.9% 72.1% 4.7%
example (13b) (with ‘tatsächlich’) 79.1% 20.9%

	 (14)	� Ich habe mich mit Cécile unterhalten, die sich vorher mit Eric unterhalten 
hat.

		  –	 Was hat Cécile Dir erzählt?
		  –	� Tatsächlich glaubt Eric, dass wir uns im Club Voltaire treffen, aber  

Cécile verwechselt den Club Voltaire immer mit dem Club Rousseau.
		  ‘I have spoken to Cécile, who previously spoke to Eric.
		  –	 What did Cécile tell you?
		  –	� In fact, Eric believes that we will meet in Club Voltaire, but Cécile 

always mixes up Club Voltaire with Club Rousseau.’

The same 51 subjects who interpreted example (8) also interpreted the example 
with ‘tatsächlich’, namely (14). Again, they were asked to write down the club in 
which Eric thinks ‘we’ will meet (‘In welchem Club, glaubt Eric, treffen wir uns?’). 
The results are given in table (6): as expected, ‘tatsächlich’ blocks modal enrichment. 
The data are (highly) significant regarding a correlation of interpretations and the 
occurrence of ‘tatsächlich’. The one sided Fisher-test yields a p-value of < 0.01.
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Table 6.  Interpretations of example (14)

Club Voltaire Club Rousseau

example (8) 62.7% 37.3%
example (14) (with ‘tatsächlich’) 86.4% 13.6%

The examples (7) and (8) from the first sections are ambiguous with respect to 
whether the recipient should perform an operation of modal enrichment or not. 
The same examples with ‘tatsächlich’ ((13) and (14)) are unambiguous since the 
readings based on modal enrichment are not available.

Conclusion: the experimental data prove that ‘tatsächlich’ (‘in fact’) can be 
used for blocking modal enrichment. This pragmatic function can be easily mod-
elled within an account that makes use of feature structures of the kind introduced 
above. We do not have to assume that ‘tatsächlich’ has direct truth-conditional 
content.

4.  �Discussion

I claim that ‘tatsächlich’ has a mere pragmatic function that can have a truth-
conditional effect (it influences how a recipient interprets an utterance). Let us 
discuss some objections.

Objection 1: the time-example with ‘tatsächlich’ is unnatural; no one would 
give an answer like in example (10). (This is what some native German speakers 
claim.) Therefore, the experimental data are not significant. We could improve the 
naturalness of the example by adding a word like ‘übrigens’ (‘by the way’):

	 (15)	 A: Wie spät ist es?
		  ‘A: What time is it? ‘
		  a.	 B: Tatsächlich ist es 5 nach 3. Meine Uhr geht übrigens 5 Minuten vor.
			   ‘B: In fact, it’s 5 past 3. By the way, my watch is 5 minutes fast.’
		  b.	 B: Es ist 5 nach 3. Meine Uhr geht übrigens 5 Minuten vor.
			   ‘B: It’s 5 past 3. By the way, my watch is 5 minutes fast.’

Reply: the original example (3) is a real-world example. I did not want to change it, 
and, for proving the effect of ‘tatsächlich’, I could not add ‘übrigens’ only to example 
(10). Otherwise, it would not excluded the possibility that enrichment blocking is an 
effect of ‘übrigens’, not of ‘tatsächlich’. However, we can compare (15a) and (15b) and 
see whether the improvement of naturalness influences the interpretations. It does 
not matter that now the example without ‘tatsächlich’ might be less natural since the 
data for the original version are clear. I asked 43 subjects what time it is according 
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to B’s answer.13 The results, which are given in Table 7, are as before: the data are 
highly significant regarding a correlation of interpretations and the occurrence of 
‘tatsächlich’ (p-value < 0.001);14 ‘tatsächlich’ blocks modal enrichment.

Table 7.  Interpretations of examples (15)

15:00 15:05

example (15a) (with ‘tatsächlich’): 9.3% 90.7%
example (15b): 74.4% 25.6%

Objection 2: if ‘tatsächlich’ is nothing more than a modal enrichment blocker, 
than the double occurrence in example (16a) does not have an effect on interpreta-
tion. This might be right. However, there are cases, like example (16b), in which a 
second occurrence of ‘tatsächlich’ does have an effect on interpretation.

	 (16)	 a.	 Tatsächlich ist es tatsächlich 5 nach 3.
			   ‘In fact, it’s in fact 5 past 3.’
		  b.	 Tatsächlich ist es nur tatsächlich 5 nach 3.
			   ‘In fact, it’s only in fact 5 past 3.’

Reply: (16a) has the same meaning as example (10) (with only one occurrence of 
‘tatsächlich’). Example (16b) has three salient features: firstly, ‘tatsächlich’ occurs 
twice and deleting one of the occurrences can change interpretation. Secondly, 
one occurrence of ‘tatsächlich’ is focussed and associated with the focus operator 
‘nur’ (‘only’). Thirdly, the first occurrence of ‘tatsächlich’ that is not associated 
with ‘nur’ takes scope over the entire sentence including the focus association.

	 (17)	 Es ist nur tatsächlich 5 nach 3.
		  ‘It’s only in fact 5 past 3.’

Let us start with the focus association (example (17)): literally interpreted, (17) 
means that it is 5 past 3 and that all modally enriched versions of this proposi-
tion – like the proposition that it is 5 past 3 by the speaker’s watch15 – are false 
(not only not intended by the speaker). In other words: no alternative of the neu-
tral operator FACT (meaning representation of ‘tatsächlich’) can be applied to the 

.  In fact, I performed the experiment with a slightly different example, namely ‘It’s 10 past 
6 but my watch is 10 minutes fast.’ This difference, however, should not matter in any respect.

.  One sided Fisher test for exact data.

.  Let it be given that the by-watch-operator is available for modal enrichment.
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proposition that it is 5 past 3 without making it false. The set of FACT-alternatives 
contains the OPerators that are in principle available for modal enrichment. In 
interpreting the association between ‘nur’ (‘only’) and ‘tatsächlich’ we need not 
assume that ‘tatsächlich’ has direct truth-conditional content: it suffices when some 
of its focus alternatives have. Operators like by the speaker’s watch have direct 
truth-conditional content.

	 (18)	 A: Hast Du mit Peter gesprochen?
		�  B: �Ja. Es ist nur tatsächlich 5 nach 3. Aber ich habe gesehen, dass es auch auf 

seiner Uhr 5 nach 3 ist.
		  ‘A: Did you talk to Peter?
		  B: Yes. It’s only in fact 5 past 3. But I saw that also by his watch it is 5 past 3.’16

There can be contexts in which the entire sentence (17) is to be modally enriched. 
In (18), the sentence is most probably interpreted as meaning that according to 
Peter it is only in fact 5 past 3.17 (Peter is lying.) In (18), ‘tatsächlich’ does not block 
the modal enrichment of the entire sentence since it does not take scope over the 
entire sentence.

In (16b), an additional ‘tatsächlich’ occurs that takes scope over the entire 
sentence. By this additional ‘tatsächlich’, modal enrichment of the entire sen-
tence is blocked. Therefore, example (16b) cannot be interpreted in the sense of 
‘According to Peter it is only in fact 5 past 3’ (contrary to (18)). This is the reason 
why a second occurrence of ‘tatsächlich’ can have an effect on interpretation in 
some cases, for instance when the other ‘tatsächlich’ is associated with a focus 
operator like ‘only’ (‘nur’).

The meaning of (16b) can be respresented by the feature structure 6: the 
NORMAL meaning representation consists of a FUNCtor and ARGument. 
The FUNCtor is an abridged meaning representation of ‘nur’ (‘only’). The 
ARGument contains a structured meaning representation as its NORMAL 
meaning representation and a specification of ENRichment operations for 
‘It’s 5 past 3’. ‘Only’ and the structured meaning are represented according to 
Krifka (1992).18

.  This is quite clumsy in English, but close to the German original.

.  Of course, it is better German to say ‘Es sei nur tatsächlich 5 nach 3.’ In colloquial German, 
however, (18) is acceptable.

.  Focus associations like that of example (16b) can not only be implemented in accordance 
with the structured meanings framework but also in accordance with alternative semantics 
(cf. Rooth 1992).
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NORMAL

FUNC NORMAL λ〈B,F 〉 λw [∀X ∈ ALT (F) [B(X) (w) ↔ X = F ]]

ARG

NORMAL 〈λR [R(λw[it’s-5-past-3(w)]], λQλw[FACT(Q)(w)]〉

ENR MODAL
OP λQλw [by-watch(Q)(w)], ...

APPL   blocked

ENR MODAL
OP ...

APPL     blocked

(6)

Objection 3: if ‘tatsächlich’ is nothing more than an enrichment blocker then 
in embedded sentences it is also nothing more than an enrichment blocker. It only 
makes sense to assume that ‘tatsächlich’ is an enrichment blocker in embedded 
sentences if enrichment is possible in embedded sentences. This is dubious: we 
cannot interpret example (19) as meaning that Benedikt believes that it is 5 past 3 
by his watch and that he therefore believes that it is in fact 3 o’clock.

	 (19)	 Benedikt glaubt, es sei 5 nach 3, seine Uhr gehe aber 5 Minuten vor.
		  ‘Benedikt believes that it is 5 past 3 but his watch is 5 minutes fast.’19

Reply: I doubt that modal enrichment is never possible in embedded sentenc-
es.20 Even if it were impossible, we would not have to assume that ‘tatsächlich’ has 
another meaning in these contexts. Instead, ‘tatsächlich’ would just be superfluous.

	 (20)	� Benedikt glaubt, es sei tatsächlich 5 nach 3, seine Uhr gehe aber 5 Minuten 
vor.

		  ‘Benedikt believes that it is in fact 5 past 3 but his watch is 5 minutes fast.’21

Table 8.  Interpretations of examples (19) and (20)

15:00 15:05 15:10

example (19): 22.9% 74.3% 2.9
example (20) (with ‘tatsächlich’):  2.9 % 97.1%

.  The scope of the belief-operator (‘Benedikt believes that’) reaches over the whole sentence: 
‘Benedikt believes that: it is 5 past 3 but his watch is 5 minutes fast.’ The German sentence is 
unambiguous with respect to the scope of the belief-operator.

.  At least, modal enrichment of coordinated sentences seems to be possible: to my intuition, 
‘Wenn es 5 nach 3 ist und meine Uhr 5 Minuten vor geht, dann ist es tatsächlich 3 Uhr’ (‘If it is 
5 past 3 and my watch is 5 minutes fast, then it is in fact 3 o’clock’) can be interpreted as being 
true. This well-meaning interpretation, however, demands modal enrichment of the antecedent.

.  The belief-operator has the same scope as in (19).
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I performed an experiment, in which 35 test subjects wrote down what time 
Benedikt thinks it is according to (19) and (20) (‘Wie spät, glaubt Benedikt, 
ist es?’). The results are given in Table 8: only a minority of subjects interpreted 
example (19) (without ‘tatsächlich’) non-literally which supports the claim that 
modal enrichment does rather not occur in this particular context. However, 
even fewer subjects interpreted example (20) non-literally. The tendency to 
interpret (20) non-literally is significantly weaker than the tendency to inter-
pret (19) non-literally; the one sided Fisher-test yields a p-value of < 0.01. Thus, 
‘tatsächlich’ fulfils its blocking function in (20) although this might not be crucial 
for interpretation.

Objection 4: we should prefer a more linguistic explanation of the ‘tatsächlich’-
effect. Syntactic approach: we can assume that when modal enrichment takes place, 
the modal operator (by speaker’s watch etc.) is an unarticulated constituent that, 
although unarticulated, appears in syntactic structure.22 We assume that there is a 
syntactic slot for such a constituent. In the ‘tatsächlich’-examples, modal enrich-
ment cannot take place, because the slot is already occupied by ‘tatsächlich’. Thus, 
‘tatsächlich’ is not essentially an enrichment-blocker but an ordinary modal adverb 
that fills a syntactic slot; blocking of modal enrichment comes out as an epiphe-
nomenon. Semantic approach: we can transfer the slot from syntax to semantics by 
interpreting ‘tatsächlich’ as a type-shifting operator. We assume that it’s-5-past-3 is 
not an expression of type 〈s, t〉 but of type 〈τ, 〈s, t〉〉, where τ is the type of a modal 
operator like FACT. To make it’s-5-past-5 a proposition (of type 〈s, t〉), it has to be 
applied to a modal operator. In case the sentence does not contain a modal opera-
tor, one has to be derived from context. If the sentence contains ‘tatsächlich’, λR 
[R (λw [it’s-5-past-3(w)]) ] is simply applied to the neutral FACT-operator (the 
semantic representation of ‘tatsächlich’: λQ[Q]). We derive the meaning of the 
entire sentence which is represented as λw [it’s-5-past-3(w)]. Again, enrichment 
blocking comes out as an epiphenomenon.

Reply: there are at least two reasons why these approaches do not work. 
Firstly, expressions of different types can be used for creating modal inter-
pretation contexts. For the syntactic approach we have to assume that these 
expressions belong to the same syntactic category and therefore can occupy 
the same slot. It is not convincing that they belong to the same syntactic category. 
Secondly, example (8) (‘Eric believes that we will meet in Club Voltaire, …’) proves 
that modal enrichment can take place even when a modal operator is already pres-
ent, that is, when the syntactic or semantic slot for such an operator is filled. 

.  Cf. the discussion of the famous ‘It’s raining’-example (Perry (1998)) to which I already 
referred in the Introduction (example (1a)).
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Thus, the more ‘linguistic’ approaches make the wrong predicition regarding 
the interpretation of examples like (8).

I presuppose that the operator denoted by ‘Eric believes that’ is of the same type 
as FACT and as operators that are applied via modal enrichment. One could try to 
defend the semantic approach by denying this presupposition and distinguishing 
the types of articulated modal operators on the one hand and unarticulated opera-
tors as well as FACT on the other hand: we-will-meet-in-club-voltaire is of type 
〈τ, 〈s, t〉〉 and eric-believes-that is of type 〈〈τ,〈s, t〉〉, 〈τ, 〈s, t〉〉〉. Thus, eric-believes-that-
we-will-meet-in-club-voltaire is of type 〈τ,〈s, t〉〉. This expression can be transfered to a 
proposition of type 〈s, t〉 by modal enrichment or by the application to FACT.

However, this solution is not convincing either: firstly, the distinction between 
articulated operators on the hand and unarticuled operators and FACT on the 
other hand is not immediately plausible but needs further motivation. Secondly, 
contrary to the idea of objection 4, the meaning of ‘tatächlich’ is no longer an ‘ordi-
nary’ modal operator. Thirdly, the approach cannot deal with examples like (20) 
in which ‘tatsächlich’ occurs within the scope of another expression that denotes 
a modal operator. In this example, the FACT-operator denoted by ‘tatsächlich’ 
changes the type of the embedded it’s-5-past-3 to 〈s, t〉, so that benedikt-believes-
that – being of type 〈〈τ,〈s, t〉〉,〈τ, 〈s, t〉〉〉 – can not be applied. The entire sentence 
becomes uninterpretable.

Objection 5 – another attempt to find a semantic explanation: instead of 
defining ‘tatsächlich’ as a pragmatic operator for blocking modal enrichment, we 
can define it as a semantic operator for neutralising other modal operators. For all 
modal operators R and expressions p of type 〈s, t〉, by definition:

	 R(FACT(p)) ≡ FACT(p) ≡ p� (7)

Reply: it is far from simple to define the neutraliser, and it is not even promising 
because the operator would neutralise not only modal operators that are applied 
via enrichment but also explicitly mentioned operators. Thus, the Benedikt believes 
operator in example (20) – ‘Benedikt believes that it is in fact (tatsächlich) 5 past 
3’ – would be neutralised, and the example would be interpreted as meaning that 
it is 5 past 3. That is clearly inapproriate.

5.  �Conclusion

To conclude: experimental data prove that recipients can carry out modal 
enrichment operations. A modal enrichment operation is an expansion of a sen-
tence’s literal meaning with a modal operator like, for instance, by the speaker’s 
watch or Peter said that. In the examples discussed here, these modal operators 
were derived from the contexts of the to be enriched sentences.
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Operations of modal enrichment can be blocked. Experimental data prove 
that one means of effectively blocking modal enrichment in German is the word 
‘tatsächlich’ (‘in fact’). I argued that ‘tatsächlich’ does not have direct truth-conditional 
content; its only function is to block modal enrichment operations.

Finally, I argued that in general operations of meaning enrichment must be 
conventionalized. They can be defined within pragma-semantic feature strutures 
that represent the literal and non-literal (expanded) meanings of sentences. Within 
such feature structures, the meaning of ‘tatsächlich’ as an enrichment blocker that 
does not affect literal sentence meanings can be elegantly defined.
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The hepatitis called …
Electrophysiological evidence 
for enriched composition*

Petra B. Schumacher
University of Mainz and Max Planck Institute for Psycholinguistics, Nijmegen

This paper reports electrophysiological correlates of enriched composition, i.e. 
when certain aspects of the interpretation of an utterance must be constructed 
on the basis of information outside the syntactic and lexical representations 
associated with the utterance itself. It investigates the processes underlying 
reference transfer, a process by which a salient property of an individual may 
be used to refer to this individual. On the basis of the experimental data from 
reference transfer, but also from previous research on thematically-driven event 
structure updating triggered by certain inferential relations, it is proposed that 
enriched composition is discernible on the basis of a particular event-related 
brain potential (ERP) signature: a late positivity.

1.  �Introduction

The meaning of an utterance does not exclusively depend on the combination 
of the lexical meanings of its constituents; rather, other information sources and 
additional combinatory operations may contribute to the overall composition of a 
felicitous interpretation. In principle, this view is taken for granted in the seman-
tic and pragmatic literature; for example in the research of Jackendoff (1997), but 
also Pustejovsky (1995), a variety of phenomena are subsumed under the labels 
of “compositionality” or “enriched composition” to refer to interpretive pro-
cesses that go beyond the information provided by a lexical entry. In the present 

*  This research was carried out at the University of Marburg as part of a research project on 
referential processing funded by the Deutsche Forschungsgemeinschaft (DFG) (BU 1853/2-1). 
The manuscript was completed during a stay at the Max Planck Institute for Psycholinguistics 
in Nijmegen. I would like to thank my committed student assistants Elisabeth Dietz and Jona 
Sassenhagen for their assistance during data preparation and collection, as well as the orga-
nizers of the DGfS workshop (and this volume) for creating a forum for discussing experi-
mental semantics/pragmatics.
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paper, the real time processing of enriched composition is investigated through 
“reference transfer”, a process by which a salient property of an individual may be 
used to refer to this person as illustrated in (1).

	 (1)	 The nurse told the doctor that the hepatitis had called a few minutes ago.

Together with previous findings from event structure updating, this paper pro-
poses that enriched composition is reflected in a specific electrophysiological 
pattern: a late positivity. This positivity is here considered to reflect processes asso-
ciated with the modification and updating of discourse representation structures 
that are crucially induced by pragmatic requirements.

In the next section, the phenomenon of enriched composition is introduced 
through examples from coercion and reference transfer, and a further connection 
is established to pragmatically driven inferencing, which requires the enrichment 
of previously introduced discourse representation structures. Section 3 provides 
the relevant background information on the electrophysiology of language, before 
empirical data on the processing of reference transfer are presented in Section 4 
from a reading comprehension study in German, during which the electrical brain 
activity was recorded, and from a follow-up questionnaire that assessed the accept-
ability and attitude towards reference transfer. The important role of enriched 
composition and the implications of the data for the semantics-pragmatics debate 
are discussed in Section 5.

2.  �Enriched composition

A relatively well-investigated phenomenon of enriched composition is coercion, 
where a specific function (2b/3b – adopted from Jackendoff 1997) must be applied 
to the nominal or verbal domain in order to reach compositional well-formedness. 
For instance, complement coercion requires additional type-shifting from an object 
to an activity (e.g. yielding Sean enjoyed reading the book. in (2)) to satisfy the verb’s 
semantic restrictions on the arguments it takes (i.e. the verb selects a complement 
that denotes an activity or event). Similarly, in aspectual coercion an additional 
iterativity function must be applied to fulfill the temporal requirements of an utter-
ance as in (3), where the verb in isolation implies no duration but combined with 
the prepositional phrase that evokes a durative reading, the only felicitous interpre-
tation is one of iteration (e.g. Michelle sneezed repeatedly for an hour.).

	 (2)	 a.	 Sean enjoyed the book.
		  b.	 Interpret NP as [activity performed on NP]

	 (3)	 a.	 Michelle sneezed for an hour.
		  b.	 Interpret VP as [repetition of VP]
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Crucially, the interpretation must be enriched beyond the lexical-semantic 
information expressed by the individual constituents and their syntactic 
combination. Hence, these types of coercion – in addition to metaphors, mass-
count alternations, adjective-noun modifications, and others (see Pustejovsky 
1995; Jackendoff 1997) – are generally considered to represent evidence for 
extra-syntactic composition. For experimental evidence for the extra-syntactic 
nature of coerced composition see McElree, Traxler, Pickering, Seely & Jack-
endoff (2001), Piñango, Zurif & Jackendoff (1999), Traxler, Pickering & McElree 
(2002), among others. However, the exact nature of the additional operations 
is discussed controversially, and enriched composition is either viewed as an 
instantiation of particular semantic rules or elaborate qualia structures (cf. e.g. 
Copestake & Briscoe 1995; Pustejovsky 1995) or as the contribution of pragmatic 
principles that are geared towards an efficient and cooperative conversation (cf. 
e.g. Asher & Lascarides 1995; Nunberg 1995; Egg 2004). Ultimately, an extreme 
position might not be tenable, and both semantics and pragmatics might be 
identified as contributors to enriched composition, so that different subgroups 
of enriched composition might be formed. For instance, complement coercion 
as in (2) relies heavily on the intrinsic properties of the verb and its selectional  
requirement for an activity-denoting expression; at the same time, the specific 
nature of the activity depends on contextual information (e.g. Sean enjoyed read-
ing/writing/criticizing the book.). In contrast, aspectual coercion as in (3) is not 
immediately triggered by the intrinsic properties of the verb, but by the combina-
tion of the verb with a particular adverbial. Furthermore, metaphoric expressions 
serve pragmatic and rhetorical purposes. Thus, enriched composition might be 
dissociable into different subtypes (see also Jackendoff 1997 for similarities and 
differences between different instances of enriched composition). Importantly, 
psycholinguistic investigation may provide new insights into this debate, and 
as I suggest in the general discussion, predictions for this semantics-pragmatics 
distinction can be tested experimentally.

Moving on to the phenomenon under investigation in the present paper, 
enriched composition is not only required to meet selectional criteria or to resolve 
conflicts arising from lexical-semantic mismatches, but also to achieve discourse-
pragmatic well-formedness, as is for instance necessary in reference transfer, 
which is illustrated in Nunberg’s (1979) famous example in (4):

	 (4)	 a.	 The ham sandwich is sitting at Table 20.
		  b.	 Interpret NP as [person contextually associated with NP]

Reference transfer involves an operation by which the meaning of one entity of a 
particular ontological type is transferred to an entity of a different type. For instance, 
a salient property of an individual may be used to refer to this particular individual 
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(e.g. a person having ordered a ham sandwich can under certain circumstances be 
referred to as the ham sandwich). This indicates that the lexical-semantic meaning 
associated with the object-denoting expression the ham sandwich does not suffice 
to felicitously interpret the utterance. The respective reference transfer function is 
exemplified in (4b) (from Jackendoff 1997). Again, there are semantic and prag-
matic accounts for this type of enriched composition. The former focus on the  
selectional mismatch between the noun phrase and the predicate, and the result-
ing type-shifting operation is characterized as affecting the qualia structure.1 Prag-
matic accounts consider reference transfer as a means to satisfy Gricean maxims 
(i.e. brevity and clarity (e.g. Egg 2004)), and mutually shared contextual informa-
tion supports enriched composition.

In particular, three criteria have been highlighted as prerequisites for suc-
cessful reference transfer: (i) the salience or noteworthyness of the property 
denoting an individual, (ii) a functional correspondence between the source 
and the intended referent, and (iii) contextual support (cf. Jackendoff 1997; 
Nunberg 1995; Ward 2004). The following example indicates that the salience 
of the property is an important premise. Imagine you want to refer to a specific 
person out of a group of Dutch soccer fans who all wear orange shirts and you 
say The orange shirt gave me a drink., then this utterance is by no means suffi-
ciently informative and the identification of the intended referent fails. Likewise, 
referring to somebody as the nose would either crash or implicate that there is a 
person who has a striking nose that distinguishes him or her from everyone else. 
This indicates that successful reference transfer rests upon the noteworthyness 
and prominence of the respective feature. Yet, reference transfer is very often 
used in specialized situations, where a straightforward correspondence is avail-
able between for example an illness or the symptoms displayed and a patient 
in the context of a hospital, or a dish and a customer in a restaurant setting. 
Here, stereotypical knowledge about situations and individuals and contextual 
information also ease the meaning transfer. In fact, reference transfer is facili-
tated when the property is salient in a given contextual setting. Hence, reference 
transfer happens relatively easily when a doctor refers to her patient as the kidney 

.  A nice example illustrating that the selectional mismatch does not necessarily represent 
the trigger for type shifting is provided by Egg (2004):

	 (i)	 Die Drei Tenöre stehen im obersten Regal.	 [German]
		  The Three Tenors are on the top shelf.

Even though there is no selectional conflict between noun phrase and predicate, reference 
transfer (from the group of individuals to some sort of music storage medium) is required on 
the basis of world knowledge (i.e. what kind of things can and cannot be on shelves).
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stone. However, when a professor refers to one of her students in the same way 
for no apparent reason, this is awkward and unsubstantiated. Of course, if the 
student called in sick because she was having a kidney stone removed, this prop-
erty can be promoted in salience and might be used to refer to this particular 
student. In this case, salience outranks situational support. However, if at all, it is 
more likely for a professor to refer to a student by their thesis topic or the theme 
of their presentation (e.g. Are you the coercion?).

In this paper, the comprehension of reference transfer is investigated in 
cases where a person can be associated with a property that is salient in a specific 
situation and enters into a clear functional correspondence with the intended 
referent. In addition, world knowledge also facilitates interpretation in these 
particular cases.

Apart from examining the processes underlying the transfer of reference, 
a connection is drawn to a comparable phenomenon, the establishment of cer-
tain inferential links during the integration of indirect anaphors. Although these 
two phenomena are subject to distinct interpretive operations, I claim that they 
have something fundamental in common, and this is that they depend on prag-
matic enrichment. In his work on inferential bridging, Clark (1975) distinguishes 
between necessary, probable and inducible parts and roles, signifying the decreas-
ing predictability of an indirectly referring entity, as exemplified in (5).

	 (5)	� Yesterday, a Ph.D. student was shot/killed/found dead downtown. The press 
reported that the pistol was probably from army stocks.

In all three situations, the integration of the pistol depends on an inference-based 
relation with a previously introduced event. While the integration of the pistol is 
relatively easy when it is a necessary instrument (in the shooting-event) – which 
presumably allows mapping onto an implicit argument role in the relevant event 
representation – it requires the modification of the event structure representation 
in the other two cases (such that the killing-event is upgraded to a shooting-event, 
and so on). Thus complex inferencing brings about an additional updating of the 
event structure – triggered by an operation that requires the establishment of a 
dependency between an argument and a previously introduced event – and the 
enrichment of the discourse representation, which is the basis for drawing a con-
nection between inferencing and reference transfer. The difference between these 
two phenomena is that reference transfer requires an ontological shift of some sort 
(e.g. object to individual, individual to object, substance to container, …), while in 
complex inferencing, an event representation must be modified towards a more 
specific event representation (e.g. adding an extra thematic role). Both phenomena 
demand the modification of discourse representations, which ultimately yields a 
richer, new sort of discourse entity, and they are contingent on context information.
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3.  �Previous electrophysiological evidence

In the present research, event-related brain potentials (ERPs) were recorded to 
investigate the processes underlying reference transfer. ERPs are voltage fluctua-
tions that reflect the spontaneous electrical activity of the brain, which arises in 
response to a sensory or cognitive stimulus. This activity is measured in a non-
invasive manner by means of electrodes applied to the scalp and it is particularly 
informative about the time course of processing. In addition to this high temporal 
resolution (latency relative to onset of stimulus event), ERP components are char-
acterized by their polarity (negative- or positive-going voltage change), amplitude 
(magnitude of response), and topography (maximum activity relative to electrode 
position). Crucially, ERPs are relative measures, i.e. an ERP effect reflects the com-
parison of a critical condition with a minimally differing control condition (in the 
present case, comparing the reference transfer condition with a control condition 
that does not require reference transfer). For a more detailed description of the 
ERP methodology and its impact on language research across different domains, 
see Kutas & van Petten (1994) and Kutas, van Petten & Kluender (2006).

One of the earliest observed language-related ERP components is the N400, a 
negative deflection peaking around 400 ms after stimulus onset, whose amplitude 
varies as a function of semantic integration difficulties. It has been shown that 
the amplitude of the N400 increases the less plausible the integration of a lexical 
item is (e.g. (6) from Kutas & Hillyard 1980). A comparable N400 effect has been 
observed for world knowledge driven implausibility (e.g. (7) from Hagoort, Hald, 
Bastiaansen & Petersson 2004). The findings generally indicate that the N400 
reflects the degree of plausibility and predictability of a certain event within a spe-
cific sentential or discourse context (cf. Kutas & Federmeier 2000 for an overview).

	 (6)	 The pizza was too hot to eat/drink/cry.
	 (7)	 Amsterdam is a city that is very old/new.

In the research on referential processing, the N400 has been identified as a marker 
of dependency formation. The more difficult the establishment of a dependency 
is, the more enhanced is the amplitude of the N400. For instance, establishing an 
inference-based relation (e.g. (8a)) yields a more pronounced N400 than estab-
lishing a coreference relation (e.g. (8b) from Burkhardt 2006). In the latter case, 
an identity relation can be formed resulting in mere mapping onto a previously 
introduced discourse referent; in contrast, in the case of inference-based integra-
tion in (8a), inferential knowledge must be recruited to establish a linking rela-
tion between concert and conductor. In addition to enhanced demands during 
dependency formation (reflected in a pronounced N400), a later positive deflec-
tion emerged for the inferential relation over the coreference relation reflecting 
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processing costs from the introduction of an independent discourse referent 
(Burkhardt 2006).

	 (8)	 a.	� Tobias visited a concert in Berlin. He said that the conductor was rather 
impressive.

		  b.	� Tobias visited a conductor in Berlin. He said that the conductor was 
rather impressive.

Within the pragmatic domain, ERP research has been more than scarce. There 
have been investigations on language comprehension within a wider textual or 
situational context that have mostly yielded N400 effects and have considered 
later positive-going effects anomaly detections. For instance, mismatches between 
incoming information and prior discourse knowledge (9) elicited an N400, which 
was taken as evidence for early use of contextual information (cf. van Berkum, 
Zwitserlood, Hagoort & Brown 2003). This is in line with the observation that the 
N400 reflects predictability and plausibility considerations. Mismatches between 
assumptions about the speaker and the content of an utterance (10) have also reg-
istered an N400 (cf. van Berkum, van den Brink, Tesink, Kos & Hagoort 2008 – but 
see Lattner & Friederici 2003 for a late positivity in a similar study). The absence 
of an N400-effect in (11) was interpreted as a temporary “semantic illusion”,2 and 
the emergence of a later positivity was taken as a marker of the subsequent anom-
aly detection (cf. Nieuwland & van Berkum 2005 – but see the discussion below 
for an interpretation of these data in terms of reference transfer and enriched 
composition).

	 (9)	� As agreed upon, Jane was to wake her sister and her brother at five o’clock in 
the morning. But the sister had already washed herself, and the brother had 
even got dressed. Jane told the brother that he was exceptionally quick/slow.

	 (10)	� My favorite colors are pink and apple green. [uttered by an inconsistent 
male voice].

	 (11)	� A tourist wanted to bring his huge suitcase onto the airplane. However, 
because the suitcase was so heavy, the woman behind the check-in coun-
ter decided to charge the tourist extra. In response, the tourist opened his 
suitcase and threw some stuff out. So now, the suitcase of the resourceful 
tourist weighed less than the maximum twenty kilos. Next the woman told 
the tourist/the suitcase that she thought he looked really trendy. […].

To a large extent, these investigations have fallen short of a pragmatic account of 
the underlying interpretative processes. In contrast, the present line of research 

.  This term is derived from the “Moses illusion”, an experimental design in which partici-
pants failed to detect the inconsistency in How many animals of each sort did Moses put on the 
ark? (Erickson & Mattson 1981).



	 Petra B. Schumacher

intends to examine how pragmatic principles, such as pragmatic enrichment, 
are operationalized. A promising starting point for such an endeavor is a recent 
finding from the processing of different inferential relations (exemplified in (5) 
above), where the likelihood of an instrument noun phrase following a par-
ticular context sentence was not reflected in N400-modulations (as might very 
well have been predicted on the basis of the research on lexical-semantic inte-
gration difficulties), but rather in a late positivity peaking between 550–700 ms3 
(Burkhardt 2007). The late positivity was observed at the critical NP as a two-
way contrast between the two less probable context events (e.g. killing and finding 
dead) compared to the likely inference (e.g. shooting – the pistol). This late positiv-
ity is considered to reflect processing costs arising from the integration of an unex-
pected instrument role which demands the enrichment of previously introduced 
information. Accordingly, the discourse representation must be updated and an 
earlier established event must be modified towards a more specific event (i.e. the 
finding dead-event is updated towards a shooting-event). The processes underlying 
this enrichment of the discourse representation structure might then be similar 
to those hypothesized for enriched composition during reference transfer: the 
modification of a discourse representation for the ham sandwich towards a dis-
course referent denoting the person contextually associated with the ham sandwich 
involves similar updating mechanisms where an entity of a certain ontological 
type must be recoded towards an entity of another type, and this should thus also 
elicit processing costs associated with the enriching of discourse representation 
structures, i.e. a late positivity.

Additional support for a pragmatic interpretation of the late positivity comes 
from the processing of metaphors (12) in comparison to literally interpretable 
utterances.

	 (12)	 He knows that whiskey/power is a strong intoxicant.

.  Even though this positive deflection peaks around 600 ms after stimulus onset, I refrain 
from using the label “P600” to avoid confusion with a syntactic explanation of the underlying 
processes. As should become apparent soon, the late positivity has a distinct functional con-
tribution which can be tied to pragmatic composition and should not be conflated with other 
positivities. Moreover, non-syntactic positivities have been reported elsewhere, for instance 
in response to non-literal meaning composition during metaphor comprehension (Coulson & 
van Petten 2002) or as a marker for the introduction of new discourse referents (see discu
ssion of Burkhardt 2006 above). They have also been registered in response to semantic 
reversal anomalies – as in The cat that fled from the mice … (from van Herten, Kolk & 
Chwilla 2005) – and interpreted as processing costs from monitoring and the reassessment of 
prior processing decisions. See Bornkessel-Schlesewsky & Schlesewsky 2008 and Burkhardt 
2007 for more detailed discussion.
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Metaphors registered a biphasic N400-late positivity pattern (Coulson & 
van Petten 2002). The N400 reflects processing difficulties during initial inte-
gration with prior knowledge (most likely guided by associative reasoning), and 
the late positivity is indicative of non-literal composition required for proper 
metaphor interpretation.

4.  �Empirical evidence for enriched composition during reference transfer

4.1  �ERP study

Methods

Participants
Twenty-four students (12 female; 19–26 years old; mean age: 22.5 years) 

from the University of Marburg participated in this study. All participants were 
right-handed, monolingual native speakers of German and reported normal or 
corrected-to-normal visual acuity. Data from one participant had to be excluded 
from the ERP analysis due to excessive artifacts.

Materials
Forty mini-discourses were constructed that consisted of a context and a 

target sentence each. The context sentence set up a particular situation to license 
the reference transfer by mentioning two individuals who generally repre-
sent prominent roles within this situation (e.g. a doctor and an assistant in the 
doctor’s office in (13) below). The context sentence further included an explicit 
question for an individual (wer (hat X gemacht) – “who (did X)”) to allow the 
enriched composition to take place right at the NP in the subsequent (target) 
sentence. The target sentence represented the answer to the question and was 
presented in two versions with (a) an NP denoting a salient property of an indi-
vidual and requiring reference transfer (13a) or (b) an NP that clearly referred 
to an individual (13b).

	 (13)	 a.	 Reference Transfer Condition
			�   Der Arzt fragt seine Helferin erneut, | wer so früh angerufen hat. | Die 

Helferin | antwortet, | dass | die Hepatitis | so | früh | angerufen | hat.
			�   The doctor asks his assistant again who had called that early. The assis-

tant responds that the hepatitis had called that early.
		  b.	 Control Condition
			�   Der Arzt fragt seine Helferin erneut, | wer so früh angerufen hat. | Die 

Helferin | antwortet, | dass | die Therapeutin | so | früh | angerufen | 
hat.

			�   The doctor asks his assistant again who had called that early. The assis-
tant responds that the therapist had called that early.
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The critical NPs in the two conditions were matched for syllable length and 
frequency of occurrence (based on the database of the Leipziger Wortschatz: http://
wortschatz.uni-leipzig.de) – e.g. Hepatitis – Therapeutin “hepatitis – therapist”, 
Gitarre – Sängerin “guitar – singer”, Plombe – Gipser “inlay – plasterer”, Braten – 
Texter “roast – copywriter”. While critical NPs in the reference transfer condition 
were primed by the context sentence, this was not necessarily the case for the NPs 
in the control condition. (However, the absence of N400-modulations in the ERP 
data below illustrate that this had no effect on the present investigation.).

The 80 critical items were interspersed with an additional 120 filler items, out 
of which 40 contained the critical NP used in the reference transfer condition, but 
this time following an appropriate, non-transfer inducing context introduced by 
a what-question (14). The remaining 80 filler items followed the same context-
target sentence pattern, but also included other types of embedded structures 
(why, when, …).

	 (14)	 Filler item [match for (13)]
		�  Der Arzt fragt seine Helferin erneut, | was so viele Menschen beunruhigt. | 

Die Helferin | antwortet, | dass | die Hepatitis | so | viele | Menschen | beun-
ruhigt.

		�  The doctor asks his assistant again what (it is that) concerns so many 
people. The assistant responds that the hepatitis concerns so many people.

Each of the 200 items were followed by a sentence verification question that probed 
information from either context or target sentence (e.g. Fragt der Arzt, wer so früh 
angerufen hat? – “Does the doctor ask who had called that early?” (expected answer: 
yes); Antwortet der Arzt? – “Does the doctor answer?” (expected answer: no)). Par-
ticipants had to respond by pressing a ‘yes’ or ‘no’ button on a response box. ‘Yes’ 
and ‘no’ responses were distributed evenly across conditions and blocks, and 50% 
of the participants used their right hand to respond and 50% their left hand.

Procedure
Participants sat comfortably in front of a computer monitor and were 

instructed to silently read the mini-discourses for comprehension and to answer 
a comprehension question after each mini-discourse. All stimuli were presented 
visually in the center of the computer screen in yellow letters against a blue back-
ground. Each trial began with the presentation of three asterisks (for 300 ms) to 
fixate the participant’s eyes at the center of the screen. This was followed by an 
inter-stimulus interval (ISI) of 200 ms. To assure that the context sentence, which 
introduced the licensing situation, was read carefully, it was presented in two 
chunks (main and embedded sentence) and participants had to press a button to 
move on to the next chunk once they had completely read the current chunk (with 
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an ISI of 150 ms). The target sentence was then presented in a segmented manner 
with a predetermined presentation rate (NPs for 550 ms, all other elements for 450 
ms, with an ISI of 150 ms each) and participants did not have to press a button to 
move on to the next segment. The segmentation is indicated by vertical bars in the 
example discourses above. After a blank screen of 500 ms, a verification question 
was presented on the computer monitor and participants had to press a ‘yes’ or 
‘no’ button to indicate their response. Response times were restricted to 4000 ms. 
Following an intertrial interval of 1000 ms, the next trial started.

Each session started with a practice block during which participants were 
familiarized with the procedure. The experimental session, which consisted of 200 
pseudo-randomized trials, was carried out in five blocks of 40 trials with short 
breaks between blocks.

Data Analysis
The electroencephalogram was recorded from 24 Ag/AgCl scalp electrodes 

mounted in an elastic cap (EasyCap). The ground electrode was placed at position 
C2 (according to the standard electrode position system reported in Jasper, 1958). 
Recordings were referenced to the left mastoid and rereferenced offline to linked 
mastoids. They were further filtered offline with a 0.3–20 Hz bandpass filter. In 
order to control for ocular artifacts, horizontal and vertical eye movements were 
monitored by means of two sets of electrode pairs, placed above and below the 
participant’s left eye and at the outer canthus of each eye. Electrode impedances 
were kept below 5 kΩ. All channels were amplified using a BrainVision Brain-Amp 
amplifier and recorded with a digitization rate of 250 Hz.

Statistical analyses were performed on the behavioral measure and the ERP 
data. For the verification task, error rates and mean reaction times were computed 
with the factor NP Type (2 levels: reference transfer and control condition) and the 
random factors participants (F1) and items (F2). Average ERPs were time-locked to 
the onset of the critical NP (in bold in the example sentences) and computed per 
condition and participant, before grand averages were calculated over all partici-
pants. Trials that registered an incorrect or timed-out response (i.e. 4000 ms after 
presentation of verification question) or that contained ocular, amplifier-saturation 
or other artifacts were discarded prior to averaging (21.86% of the data points). For 
the statistical analysis of the ERP data, a repeated measures analysis of variance 
(ANOVA) was performed with the factor NP Type (2 levels: reference transfer and 
control condition). The analysis was carried out separately for lateral and midline 
electrodes. The lateral analysis included the factor regions of interest (ROI) (with 
4 levels: left anterior (comprising the following electrodes: F3/F7/FT7/FC5), right 
anterior (F4/F8/FT8/FC6), left posterior (C3/CP5/P3/P7), right posterior (C4/CP6/
P4/P8)). The midline analysis included the factor ELECTRODE (with 5 midline 
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electrodes as separate levels: FZ, FCZ, CZ, CPZ, PZ). All analyses were carried out 
in a hierarchical manner on the mean amplitude value per condition in two tem-
poral windows ranging from 300–500 ms (N400) and 650–800 ms (late positivity).

Results: Behavioral Data
Participants performed at ceiling level in the sentence verification task (92.3% 

correct for Reference Transfer and 93.3% for Control condition), and mean reac-
tion times did not differ reliably between conditions (2005 ms (SD: 303 ms) for 
Reference Transfer and 1912 ms (SD: 276 ms) for Control condition). Statistical 
analyses yielded no significant differences between these two conditions for both 
error rates and mean reaction times (all F ’s < 1).

Results: ERP Data
Figure 1 presents the grand-average ERPs for the two critical conditions and 

reveals an enhanced late positivity for the Reference Transfer (solid line) con-
trasted with the Control condition (dotted line), but no differences within the 
N400 window. This was confirmed by the repeated measures ANOVA. The analy-
ses in the window from 300–500 ms post-onset revealed no reliable effects for both 
the lateral and the midline analysis [all F’s < 1]. In the range between 650–800 ms, 
the analysis revealed a marginally significant effect of NP Type [F(1,22) = 4.06, 
p < .06], as well as an interaction of NP Type × ROI [F(3,66) = 6.38, p < .003] in 
the analysis over lateral regions. The resolution of this interaction registered main 
effects of NP Type over the two posterior ROIs (left posterior: [F(1,22) = 16.54, 
p < .001], right posterior: [F(1,22) = 4.30, p < .05]). The analysis over midline elec-
trode sites registered a main effect of NP Type [F(1,22) = 9.08, p < .01]. In addition, 
the comparison between the Control condition and the Filler condition from (14) 
yielded no significant differences, which indicates that the observed effect cannot 
be attributed to NP inherent properties, but arises from the underlying interpreta-
tive mechanisms required for the full composition of meaning.

Discussion
The current ERP data show a late positive deflection for the processing of refer-
ence transfer between 650 and 800 ms after the onset of the critical NP that has a 
posterior distribution, but no N400-differences between the reference transfer and 
the control condition. Assuming that the N400 reflects difficulties arising from 
lexical-semantic integration and referential processing, the absence of such an 
effect indicates that the reference transfer inducing NP can initially be integrated 
as easily as the control NP. This might be facilitated by either the lead-in ques-
tion in the context sentence, which explicitly introduces a placeholder in discourse 
representation (corresponding to “who”) onto which both NPs can be mapped, or 
by the contextual support and facilitating priming provided by the scene that is 
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set up in the context sentence. More importantly, the late positivity for the refer-
ence transfer condition indicates that extra processing demands are exerted dur-
ing the interpretation of the respective NPs that dissociates them from the NPs in 
the control condition. Together with the findings from NP integration in complex 
inferences (Burkhardt, 2007), this finding suggests that enriched composition is 
reflected in a late positive ERP component.

Figure 1.  Grand average ERPs recorded to the onset of the critical NP (onset at vertical bar) 
at 9 selected electrode positions for Reference Transfer (solid line) and Control condition 
(dotted line). Time course is plotted on horizontal axis (from 0.2 seconds before the critical NP 
until 1.2 seconds after its onset); voltage fluctuations (in µV) are charted on vertical axis, with 
negative voltage going upwards.
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4.2  �Norming study

Following the ERP recordings, the participants were asked to complete a question-
naire to assess their attitude towards reference transfer. This questionnaire first 
elicited acceptability ratings and then assessed the participants’ attitude towards 
and use of reference transfer constructions.

Methods

Participants
The questionnaire was completed by the same 24 participants mentioned in 4.1.

Materials
40 mini-discourses were randomly selected from the material used in the ERP 

experiment (20 Reference Transfers and 20 matching Controls) and assigned to 
two lists with 10 Reference Transfer conditions and 10 Control conditions each. 
10 further filler passages were constructed that consisted of two sentences that 
clearly violated general coherence requirements and should be rated as unaccept-
able passages (e.g. the following incoherent mini-discourse: The cobbler asks his 
client whether she had watched TV last night. The innkeeper yells that the restaurant 
will be closed.). If participants had rated these filler items as adequate, they would 
have been excluded from further analysis. However, none of the participants had 
to be discarded on the basis of this criterion.

Procedure
Participants were asked to rate 30 passages on a 6-point-scale using paper and 
pencil, where ‘1’ signified that the mini-discourse was not acceptable (i.e. the 
participant or anyone else would never say something like this) and ‘6’ indicated 
that the mini-discourse was very acceptable (i.e. the participant or somebody else 
would say something like this). Next, following a debriefing, during which partici-
pants read an explanation and justification of reference transfer, they were asked 
to write down how they liked this way of referring and whether they used or were 
exposed to reference transfer in everyday conversation.

Data Analysis
Mean acceptability ratings were computed over participants (F1) and items 

(F2) and analyzed using a repeated measures ANOVA with NP Type (reference 
transfer, control) as within-group factor. In addition, the participants’ assess-
ment of their own attitude towards reference transfer entered the analysis (by 
participants) as a between-group factor. The self-assessment was classified by two 
independent raters. Data from one participant had to be excluded because he had 
not completed the entire questionnaire.
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Results
The statistical analysis of the acceptability ratings revealed a main effect of 

NP  Type in both the participant (F1(1,22) = 39.58, p < .001) and item analysis 
(F2(1, 19) = 127.98, p < .001) with significantly poorer ratings for the Reference 
Transfer items (M(ean) = 3.37, SE = 0.30) over the Control condition (M = 5.34, 
SE  =  0.14). Regarding the reported usage of reference transfer, 12 participants 
reported that they used or were exposed to reference transfer constructions, 9 par-
ticipants indicated that they did not use them, and 2 additional participants did 
not provide a clear statement about their usage of reference transfer. Note also that 
a number of the participants who denied using reference transfer stated that they 
found this way of referring rude and impolite. In contrast, participants who showed 
a positive attitude towards reference transfer felt that it represented an efficient 
means of reference in certain situations. Additional analysis that took the reported 
reference transfer behavior into consideration (I employ reference transfer vs. I do 
not use reference transfer) revealed that there was a trend towards an interaction 
between the participants’ reported preference to make use of reference transfer and 
their respective acceptability ratings (p < .07 for the 21 participants who indicated a 
clear attitude). This was reflected in higher mean ratings of the Reference Transfer 
items in the group of participants that reported to employ this way of referring 
themselves (M = 3.98, SE = 0.41, ranging from 2.2 – 5.8) compared to those par-
ticipants who reported no exposure to and usage of Reference Transfer (M = 2.78, 
SE = 0.43, range: 1–4.6).

Figure 2.  Mean acceptability ratings for passages involving Reference Transfer and Control 
passages. Dark bars indicate mean ratings of participants who reported use of and exposure to 
reference transfer (“positive attitude”), light bars reflect mean responses of participants who 
reported no use of reference transfer (“negative attitude”).
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Discussion
The behavioral data from the rating study show that reference transfer is more 

marked in comparison to more direct referential expressions. This is not surpris-
ing, given that reference transfer requires additional operations and is constrained 
by factors such as salience and contextual licensing. In addition, the participants’ 
general attitude towards reference transfer affects their rating behavior. However, 
a post-hoc comparison of the ERP data on basis of the self-assessment revealed no 
group effect in the online patterns, indicating that there is a separation between 
the underlying online processing and conscious offline evaluation patterns.

5.  �General discussion

The main goal of the present research was to investigate the processes underly-
ing reference transfer. The ERP data revealed a late positivity for the reference 
transfer compared to a baseline condition indicating that the additional opera-
tion required for the transfer of meaning from a property to an individual 
engenders processing costs. This positivity is interpreted as a marker of enriched 
composition. Crucially, such a positivity has also been observed in cases of the-
matically-driven enrichment, where the anchoring of an entity in discourse rep-
resentation leads to event structure modifications (Burkhardt 2007). In this latter 
case, inference-based knowledge is primarily utilized to establish a dependency 
between an entity and information already given in discourse representation (i.e. 
anchoring). Hence while the respective utterance can be properly interpreted in 
and of itself (e.g. The pistol was from army stocks.), the discourse representation 
is updated in order to reach coherence and to determine the intended meaning 
on the basis of the wider context. Contrary to this, enriched composition in ref-
erence transfer is essential to arrive at a proper interpretation of the expression 
itself – i.e. an isolated utterance such as The hepatitis called very early. represents 
a semantic anomaly. Despite the differences between these two phenomena, the 
electrophysiological evidence indicates that processes of enriched composition 
that serve to satisfy discourse-pragmatic principles are manifested in a late posi-
tivity. Driven by contextual information, the initial discourse representation is 
adapted by integrating an unexpected thematic role into a previously established 
event representation (and therefore altering the make up of this discourse repre-
sentation) or by performing a type shifting operation (which also yields a new type 
of discourse referent). Independent evidence has shown that enhancing discourse 
complexity by introducing new discourse referents also results in a late positivity 
(cf. Burkhardt 2006; Kaan, Dallas & Barkley 2007).
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In addition, neither the current investigation nor the study of complex 
inferences has revealed differences in the N400-signature. In previous work, 
inference-based dependencies registered a more enhanced N400 in comparison 
to coreferential dependencies, reflecting increased processing demands during 
inference-based referential integration (Burkhardt 2006). This suggests that the 
type of dependency (coreference or inference) influences the processes underly-
ing the N400, but that varying degrees of inferential strength do not differentially 
affect the initial access to discourse representation (Burkhardt 2007); similarly, the 
contextual information in the current investigation facilitates initial access equally 
in the conditions tested. This is an indication that referential dependencies and 
associations are established prior to enriched composition.

These data are furthermore fully compatible with a similar study con-
ducted in Dutch that also found a late positivity, but viewed reference transfer 
as a semantic illusion and anomaly (Nieuwland & van Berkum 2005 – see (11) 
above). In this investigation, stories were constructed in which an individual 
with a prominent characteristic (e.g. a tourist with a suitcase) interacted with 
another individual (e.g. a woman at the check-in counter) and was later referred 
to by this characteristic (e.g. the woman told the suitcase …). The experimental 
material thus satisfied the constraints on reference transfer (salience, notewor-
thyness, correspondence, contextual support), contra the authors’ claim that 
their items represent “severe anomalies” (p. 698) that cannot be resolved through 
a type-shifting function as suggested here. From the perspective of enriched 
composition pursued in the present work, their findings of no N400 and a late 
positivity converge with the present data and add further strength to an account 
of pragmatic enrichment.

Moreover, it has been a matter of debate, whether such enrichment is based 
on lexical-semantics or whether it is pragmatic in nature or a combined effort 
involving both domains. While some cases of meaning transfer and polysemy 
could be accounted for on the basis of underspecified lexical representations, the 
cases of transfer of reference investigated here clearly demand an explanation that 
reaches beyond lexical-semantics. A lexicalization of these relatively specialized 
meanings would result in a far-fetched inflation of the lexicon because any entity 
could potentially serve as a trigger for reference transfer if embedded in a specific 
situational context. Adopting this view, the late positivity indexes the processing 
of enriched composition, which goes beyond lexical-semantic encoding – and 
critically does so not only in the case of reference transfer, where a salient prop-
erty is used to refer to its possessor, but also in complex inferences that require 
the updating of previously established event representations or during metaphor 
comprehension (Burkhardt 2007; Coulson & van Petten 2002).
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Finally, an alternative interpretation of the positivity, namely that it marks 
general well-formedness violations, can be discarded on the basis of the offline 
data and the comparison with complex inferencing. First, the questionnaire data 
showed that even though the reference transfer items are more marked relative to 
the baseline passages, they are not generally rated as unacceptable, and that the 
use of reference transfer is considered a valid means of reference by at least a sub-
group of the participants. Hence, a categorical well-formedness violation must be 
abandoned and reference transfer should not be regarded as sheer deviation. In 
fact the questionnaire data suggest that reference transfer is “conventionalized” 
to a certain extent, i.e. type-shifted expressions are commonly used in everyday 
conversation – consider for instance the typical use of The string bass called. to 
refer to a member of an orchestra by his/her instrument or the use of Ann put 
the wine on the table. where a substance denotes a container (see also Lakoff & 
Johnson 1980 on conventionalized meaning). Furthermore, some participants 
reported that they considered this kind of referential use impolite. Note however 
that a post-hoc comparison of the ERP data on the basis of this evaluation did 
not reveal distinct ERP patterns and hence an impoliteness explanation can be 
discarded as well. Second, the inferences illustrated in (5) above – at least with 
respect to the use of probable instruments (e.g. killing – the pistol) – represent 
well-formed continuations, disallowing an overall well-formedness account of 
the late positivity.

The present investigation may thus serve as the starting point for a line 
of research on pragmatic composition in general and reference transfer in 
particular – two areas of research that still give rise to numerous questions. In 
the present study, reference transfer was supported by contextual licensing, a 
functional correspondence between the property and the denoting individual, 
and the salience of the property. Future research should determine the exact 
role of these different criteria. A follow-up study indicates for instance that in 
the absence of contextual licensing, initial integration processes are encumbered 
(reflected in an enhanced N400), but enriched composition is still taking place 
(reflected in a late positivity). This suggests that enriched composition is more 
automatic and independent of contextual support than is traditionally assumed. 
Subsequent research should therefore determine what kind of information facili-
tates the identification of referents and which knowledge is needed to trigger a 
transfer of meaning (but also other processes of enriched composition). More-
over, the present findings provide an initial indication that ERPs could possibly 
be used to differentiate semantic from pragmatic processes. One might speculate 
at this point that enriched composition can be divided into enrichment that is 
guided by lexical-semantics (e.g. complement coercions which is driven by the 
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verb’s lexical-semantic restrictions – but as mentioned above is also contingent 
on context) and enrichment guided by pragmatics (e.g. reference transfer that 
emerges from combinatory requirements beyond lexically encoded information). 
On the basis of the current research, these two types of enrichment should give 
rise to N400 and late positivity effects respectively.

In sum, on the basis of empirical data the present investigation supports the 
view that the construction of meaning is not necessarily strictly lexically driven. 
Rather, the construction of a proper interpretation may require the introduc-
tion of semantic content that is not explicitly expressed by the constituents of an 
utterance, but enhanced through enriched composition. That the computation of 
extra-lexical meaning is taxing for the language processor is demonstrated by the 
pronounced late positivity observed during the processing of noun phrases that 
demand reference transfer. Together with other findings from language compre-
hension, this positivity is taken to reflect pragmatically driven processing. The 
findings therefore indicate that electrophysiological measures may be utilized to 
dissociate semantic from pragmatic processes. Since the early days of language-
related ERP research, the N400 has been particularly susceptible to lexical-semantic 
information (including associative links). Extending this view to referential pro-
cessing, the N400 mirrors the ease of dependency formation (cf. e.g. Burkhardt 
2006). The late positivity reflects processing costs associated with the modification 
of discourse representation structures, which are motivated by pragmatic prin-
ciples supporting coherence and efficiency. A somewhat similar division of labor is 
discussed in the sentence comprehension architecture of Bornkessel-Schlesewsky 
and Schlesewsky (2008), where lexical-semantic processing precedes “generalized 
mapping”, which in the case of reference transfer reflects a conflict between the 
qualia structure of the noun phrase and the mechanisms linking the argument to 
its predicate. As I have tried to argue above, such a conflict is resolved on the basis 
of pragmatic knowledge.
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The role of QUD and focus  
on the scalar implicature of most*

Arjen Zondervan
University of Utrecht

Where previous studies supported the effect of the contextual property of 
Question Under Discussion (QUD) and focus on the scalar implicature of or, 
this paper presents two experiments that replicate this effect with the scalar 
term most. Both experiments show that, while story and target sentence are 
kept constant, more scalar implicatures are calculated when the scalar term is 
in the focus (new information) part of the sentence. In the experiments, the 
focus is manipulated by an explicit QUD. It is shown that the effect also holds 
for sentential answers to yes/no-questions, and might even extend to scalar 
implicatures in questions themselves.

1.  Introduction

One of the few things researchers in pragmatics agree on is that a sentence contain-
ing a scalar term sometimes ends up being interpreted with a scalar implicature 
(SI). Actually, the crucial part of the previous sentence itself is a scalar implicature: 
sometimes implies not always. It is an issue of heated debate by which procedure 
the absence of SIs in some cases comes about: Some authors claim the SI is calcu-
lated and consequently canceled, while others state it is not calculated in the first 
place. However, leaving the procedural discussion aside, we know there are two 
types of factors that determine the presence or absence of an SI in a sentence with 
a scalar term: structural, sentence-level factors, and contextual factors.

A striking example of the first type is the intuitive absence (or reversal) of SIs 
in downwards entailing (DE) environments, such as the antecedent of a condi-
tional (see e.g. Chierchia et al. 2001). Other sentence-level factors that affect SIs are 
embedding under certain quantifiers, modals, or factive verbs. However, although 
many authors acknowledge its existence (see e.g. Levinson 1983: 115–116), little is 

*  I would like to thank the anonymous reviewers for very useful comments on an earlier 
version of this paper.
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known about the second type of factor that can make or break SIs, factors on the 
contextual, bigger-than-sentence level. Usually, it is mentioned that relevance in 
the context is necessary, without a further specification of which factors make up 
relevance. In Zondervan (2007) and Zondervan (in press), I propose a crude defi-
nition of a contextual factor that affects SI-calculation, the QUD Focus Condition 
(QUDFC), given in (1):

	 (1)	 QUD Focus Condition for Scalar Implicatures (QUDFC)
		�  An SI will arise in a sentence iff the scalar term (with which the SI is as-

sociated) is in a constituent that answers the QUD of the context that the 
sentence is part of, and therefore is part of the focus.

This condition builds on theoretical work on SIs by van Kuppevelt (1996) and 
van Rooij & Schulz (2004). Van Kuppevelt proposes a model in which discourse 
structure is organized by an ongoing questioning process. The topic of a discourse 
unit (a sentence or a number of sentences) is determined by the explicit or implicit 
question it answers. This answer provides the comment. Van Kupplevelt says 
(van Kuppevelt 1996: 396): 1

By definition, a topic Tp is that which is being questioned by means of a contextually 
induced explicit or implicit question Qp. The corresponding comment Cp is 
provided by answer Ap. Cp is that which is asked for by Qp. [his italics]

The topic Tp is the intension of the topic term of the question, e.g. in (2), it is the 
intension of (the one) who is laughing.

	 (2)	 Q:	 Who is (the one who is) laughing?
		  A:	 Alan is laughing.

The topic of (2) is the set of possible extensions of this term, so in a domain with 
only Alan and Brian, this is (3), where S stands for Situation:2

	 (3)	 T1 = {〈S1,{Alan}〉, 〈S2,{Brian}〉, 〈S3,{Alan, Brian}〉}

The comment is the extension of the topic term in the actual situation, e.g. {Alan} 
for the answer in (2). If the answer uniquely determines the topic extension, the 
topic Tp is closed off, as the necessary condition for topichood, the underdetermi-
nation of the topic extension, is no longer met.

.  The subscript p is, as far as I can tell, meaningless.

.  Notice that this is not a propositional account of questions and answers like Hamblin 
(1973), where a question is the set of all its possible (propositional) answers, but an individu-
alistic one, where a question is the set of all possible term answers (Van Kuppevelt refers to 
e.g. Hausser 1983).
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So the comment part of the sentence corresponds to the part that is the 
(information) focus, based on the distinction of focus and presupposition made 
by Jackendoff (1972): focus is the information assumed by the speaker not to be 
shared by the hearer, i.e. it is the new information. Van Kuppevelt claims SIs only 
arise if the scalar term is in this part of the sentence. He illustrates with an example 
with numerals, which have traditionally been assumed to be lower bounded by 
the semantics (e.g. four means at least four), and upper bounded by an SI negating 
higher numbers.3 Consider (4):

	 (4)	 Q1	 :	 Who has fourteen children?
		  A1	 :	 NigelComment has fourteen children.
		  〈Q2〉	 :	 〈How many children does he have?〉
		  A2	 :	 He has twenty Comment.

Van Kuppevelt claims that the answer A1 gives rise to the implicit question Q2 
asking for the exact number. This can only be the case if fourteen still gives rise to 
an indeterminacy, which is impossible if its interpretation were exactly fourteen 
(so the interpretation with SI), but possible if its interpretation is at least fourteen 
(without the SI). Therefore, Van Kuppevelt concludes that the latter (i.e. semantic) 
meaning has to be the right meaning here, that is, no SI is calculated for fourteen 
in A1. However, in A2, where twenty is part of the comment, subquestioning is no 
longer possible, indicating that the exactly meaning does arise there.

Also, according to van Kuppevelt, A1 in (4) does give rise to another impli-
cature: the term Nigel gives rise to the implicature that he is the only one who has 
fourteen children. This is because Nigel has comment status here. So van Kuppevelt 
concludes that SIs only arise in the comment: ‘In other words, one of our crite-
ria for implicature generation, and thus for scale activation, is that the inducing 
context must have comment function.’ (p. 407). As van Kuppevelt’s notion of com-
ment is actually identical to that of information focus, we can rephrase the predic-
tions of van Kuppevelt in terms of focus, which is done in the QUDFC in (1).

Very similar predictions are made by the account of SIs of van Rooij (2002), 
van Rooij & Schulz (2004) and Schulz & van Rooij (2006).4 They propose (different 
versions of) a covert exhaustivity operator (exh) to account for the calculation of 

.  The claim that numerals are upper bounded by SI is heavily challenged nowadays (see e.g. 
Carston (1998), but Van Kuppevelt’s approach applies to all scalar items.

.  A view that is somewhat in the middle between Van Kuppevelt and Van Rooij and Schulz 
is the one by Scharten (1997), who adopts Van Kuppevelt’s discourse framework but adds 
exhaustive interpretation to it. See Carston (1998) for discussion. 
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SIs, building on an exhaustivity operator proposed by Groenendijk and Stokhof 
(1984), which is given in (5):5

	 (5)	� exhGS = λWλPλw[W(P)(w) ∧ ¬$P’[W(P)(w) ∧ P’(w) ≠ P(w) ∧ ∀x[P’(x)(w) 
→ P(x)(w)]]]

In this formula, W is the denotation of the term answer and P stands for the prop-
erty underlying the wh-question. When exhGS is applied to the answer to a ques-
tion, it picks out the minimal elements of the set of sets of the answer. Consider for 
instance the example in (6):

	 (6)	 Q:	 Who came to the party?
		  A:	 John came.

Assuming that we are in a domain with three individuals (say John, Bill and Mary), 
exhGS picks out the set of sets {{j}} from the GQ-meaning of John (which corre-
sponds to {{j},{j,m},{j,b},{j,b,m}}. This gives us the exhaustive interpretation that 
only John came to the party (of the three relevant people). Van Rooij shows that 
this mechanism can account for many SIs. If for instance the answer to the ques-
tion in (6) contains a disjunction, the not and SI follows from applying exh to the 
answer. See (7):

	 (7)	 Q:	 Who came to the party?
		  A:	 John or Bill came.

Here, exh picks out the set of sets {{j},{b}} from the GQ meaning of John or Bill, 
crucially excluding the set {j,b}. So the SI it’s not the case that both John and Bill 
came to the party is derived directly by applying exhGS to the answer.

However, exh only picks out the minimal set of sets of (the GQ-meaning) of 
the term answer, and it does nothing to the question predicate. So if the scalar term 
is in the question predicate, as in Q1 in (4) above, no SI arises. Exh will pick out the 
set of sets that contains only Nigel, leaving the semantic meaning of the question 
predicate (has at least fourteen children). So the exhaustivity account of van Rooij 
makes very similar predictions to the account of van Kuppevelt with respect to the 
relation of SIs and focus. These predictions are formulated in the QUDFC in (1).

.  Van Rooij (2002), van Rooij & Schulz (2004) and Schulz & van Rooij (2006) take this 
exhaustivity operator as a starting point and propose several improvements. E.g. Van Rooij 
(2002) proposes the operator exhR which takes the relevance ordering (induced by the ques-
tion) into account, van Rooij & Schulz (2004) propose eps1 and eps2, which can account for 
differences in epistemic force of SIs, and in Schulz & van Rooij (2006), a dynamic version of 
exh is introduced (exhdyn) to account for some data that were problematic for exhGS. These 
different operators make the same predictions for the simple cases that are discussed in this 
paper, so for ease of exposition I discuss the most basic exhaustivity operator, exhGS.
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What is crucial about the theories of van Kuppevelt and van Rooij and Schulz, 
is that they both propose that every declarative sentence should be considered 
as an answer to a question. This question can be explicitly stated, but often it is 
implicit in the context. I will adopt the notion Question Under Discussion (QUD) 
for this contextual question (see e.g. Roberts 1996). There is a close correspon-
dence between this QUD and the focus structure of a sentence: the focus part of 
a sentence corresponds to the questioned position of the question (Rooth’s 1996 
Question-Answer Congruence for Focus). This is why a sentence-level property 
like focus structure, is actually reflecting a contextual property, namely that of the 
QUD. Both van Kuppevelt and van Rooij & Schulz claim that the focus structure 
of the sentence, which in their theories is a crucial factor for SIs, depends on the 
question the sentence is an answer to.

The QUDFC makes the prediction that one and the same sentence will trig-
ger an SI in one case, but not in another, depending on its focus structure. For 
instance, the scalar term or will trigger an SI in (8), but not in (9):

	 (8)	 QUD:	What/which things does John have?
		  A:	 John has A or BF

	 (9)	 QUD:	Who/which man has A or B?
		  A:	 JohnF has A or B.

In (8) and (9), the answer to the question is the same sentence, in which or is 
in a constituent in object position. However, only in (8) is the QUD questioning 
the object, making A or B the focus part of the answer. Therefore, the QUDFC 
predicts the SI (that John does not have A and B) only to arise in (8), and not in 
(9). In Zondervan (2007) and Zondervan (in press) I present a number of experi-
ments that were set up to test these predictions. For instance in Experiment 2 of 
Zondervan (2007), 36 participants read items of two conditions of which examples 
(translated from Dutch) are given in (10) and (11).

	 (10)	 Condition 1: non-focus condition
		�  Harry and Hermione were going to a party of Joost, a friend of theirs. Joost 

had asked both of them to bring bread or potato chips. He told them that 
he would be forever grateful to the one who brings bread or chips. Harry 
brought bread. He also brought chips. Hermione is usually very reliable, but 
this time she totally forgot to bring anything at all.

		  A:	 “Who brought bread or chips?”
		  B:	 “Harry brought bread or chips.”

	 (11)	 Condition 2: focus condition
		�  Harry is going to a party of a (female) friend of his. He promised to bring 

some snacks for the party. She was hoping he brought nuts, because she 
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forgot to buy them. Harry brought bread. He also brought potato chips. He 
had considered bringing nuts, but he figured it wouldn’t be necessary.

		  A:	 “What did Harry bring?
		  B:	 “Harry brought bread or chips.”

In both conditions, Harry brought both bread and chips, but B’s answer contains 
the scalar term or. Participants were told that B knew what happened, but A did 
not. They were asked to judge whether B’s answer was true, relative to the story. 
The rationale behind the setup was that if participants would calculate the SI of or 
in B’s answer (Harry did not bring bread and chips), they would judge the sentence 
untrue, while if they would not calculate the SI, the sentence would be considered 
true. I will discuss the possible shortcomings of this setup in the discussion of 
Experiment 1 below. The QUDFC predicts that since A’s question (the explicit 
QUD) caused bread or chips to be in the focus only in Condition 2, this condition 
would receive more ‘untrue’ answers than Condition 1. This is indeed what hap-
pened: in the non-focus condition, SIs were calculated in 55% of the cases, while in 
the focus condition, the SI-rate went up to 73%, which was a significant difference. 
In another experiment, similar results were found when the two stories differed 
only in QUD, while everything else was kept constant over the two conditions. 
Two other experiments showed that the same results could be obtained when the 
QUD was not explicitly given, but implicit in the context. These experiments relied 
on other cues to mark focus, such as the focus sensitive operator only, and intona-
tional cues. See Zondervan (in press) for a short overview of these experiments.6

The experiments discussed above all tested the QUDFC on the scalar term 
or, and with a wh-question as QUD. The goal of this work is to check whether 
the effect of QUD and focus on SIs extends to other SI-triggers, and whether it 
also applies if the QUD is a yes/no-question. Therefore, two experiments were 
conducted with a different scalar term: the quantifier most, which is normally 
associated with the SI not all. To check the applicability of the QUDFC to yes/no-
questions, the experiments contained both wh-questions and yes/no-questions. 
Experiment 2 was a control experiment for Experiment 1, in which effects of the 
wording of the task were controlled for.

.  An anonymous reviewer suggested to include some comments on how these data con-
tribute to the debate on whether SIs are default inferences or context-dependent inferences. 
On the one hand, the difference between the two conditions shows that SIs definitely depend 
on the context, but on the other hand the observation that still a reasonable number of SIs is 
calculated in the non-focus case, suggests that the SIs might be more default than predicted 
by some contextualists’ theories. 
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2  Experiment 1

2.1  Setup and items

The setup of the experiment was similar to that of Experiment 2 of Zondervan 
(2007) discussed above. Again, the Truth Value Judgment Task (TVJT) para-
digm (Crain & Thornton, 1998) was adopted. Participants were presented with a 
story, followed by a dialogue between speaker A and speaker B, and were asked 
to judge speaker B’s answer true or false. In the stories of the test items the stron-
ger scalar item all held, while in the target sentence the weaker most was used. 
An ‘untrue’ answer therefore indicated that the participant calculated the SI. An 
example of a test item is given in (12). The experiment was conducted in Dutch, 
so (12) is a translation.

	 (12)	� Five people were present at the drinks of the Celtic language studies pro-
gram at the University. Several drinks were available.

		  Sander is a student. He drank beer.
		  Tom is also a student. He also drank beer.
		  Eric is a professor. He drank wine.
		  Martin is a professor too. He drank apple juice.
		  Frans is a student. He drank beer.

		  A:	 “What did most students drink?”
		  B:	 “Most students drank beer.”

In all stories, 5–7 people were introduced, either by name as in (12), numbered 
(The first student…The second student), or paired (John… His wife…). The people 
in the story were always divided into two groups (in this example students and 
professors). The QUD was always about the biggest group (in this example the 
students), which always consisted of 3–5 people. The other group was only intro-
duced to make the QUD more natural, by introducing a contrast set for both the 
restrictor of most (in this case students), and for the object (beer).7 The story was 
the same in all conditions, but the following dialogue varied over conditions. 

.  If the other group had not been introduced, all items would have looked like (i):

	 (i)	 Three students came to the drinks.
		  John drank beer. Bill drank beer. Mary drank beer.
		  A:	 “What did most students drink?”
		  B:	 “Most students drank beer.”

This way, items would have become very similar and boring, and the critical inference would 
become quite obvious.
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The dialogues of the two wh-conditions for the story in (12) are given in (13) 
and (14):
	 (13)	 Condition 1 (wh non-focus)
		  A:	 “What did most students drink?”
		  B:	 “Most students drank beer.

	 (14)	 Condition 2 (wh focus)
		  A:	 “How many of the students drank beer?”
		  B:	 “Most students drank beer.”

Just like in the experiments with or, the same target sentence was used in both 
conditions, with different QUDs. Only the QUD in Condition 2 makes most 
the focus part of the answer, so the QUDFC predicts more SIs to arise there 
than in Condition 1. Condition 2 is slightly different from the focus condition in 
the experiments with or, as here it is the scalar most itself that is the focus, while 
in the or-experiments, it was the whole constituent A or B. This was unavoidable, 
as the question Who drank beer? (which would make the whole constituent most 
students the focus) would have made the target sentence Most students drank 
beer partly true: it was indeed the students that drank beer, not the professors, 
and partly false (because of the SI). To avoid confusion over this, the How many 
QUD was used.

The two conditions above were included to replicate the results found for 
or with most. However, another goal of this experiment was to test the QUDFC 
with yes/no-QUDs. Therefore, two more conditions were included, in which an 
explicit yes/no-question was asked by speaker A. An example of the dialogues of 
the first yes/no condition is given in (15):

	 (15)	 Condition 3 (yes/no sentential answer)
		  A:	 “Did most students drink beer?”
		  B:	 “Most students drank beer.”

The same target sentence was used as in Condition 1 and Condition 2, but here 
it is a sentential affirmative answer to the yes/no-question (an implicit ‘yes’). This 
sentence itself has no part that contains new information (or in Jackendoff ’s 1972 
terms, no information not shared by the hearer, in this case speaker A), so it is 
focus-less.8,9 This corresponds to the intuition that there is no specific part of the 
sentence that is questioned by the yes/no-question (see Section 4 for discussion). 

.  The only new information provided by the answerer is the implicit ‘yes’.

.  An anonymous reviewer pointed out that that (neutral) yes/no-questions can have 
so-called verum focus (with the truth values as the set of semantic alternatives). 
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As the whole sentence is non-focus, most is in a non-focus part and the QUDFC 
therefore predicts a lower SI-rate than in the focus wh-condition (Condition 2).

The second yes/no condition was included to test how most was interpreted in 
the yes/no-question itself. In this condition, only speaker A’s question was given, 
and participants were asked to answer the question themselves by clicking ‘yes’ or 
‘no’. I will call this the yes/no polar answer condition. An example is given in (16):

	 (16)	 Condition 4 (yes/no polar answer)
		  A:	 “Did most students drink beer?”
		  	 yes
		  	 no

Although the QUDFC in its current shape makes no predictions about SIs in ques-
tions, it is usually assumed that SIs do not (or at least to a lesser extent) arise in 
questions (see Noveck et al. 2002), but I will return to this issue in the General 
Discussion. For now, we expect to find less SIs in this condition than in the focus 
declarative condition (Condition 2).

2.2  Design

Four lists were created, each contained two test items per condition, on a total of 
16 stories per list. To avoid effects of particular lexical items in the stories, every list 
contained a different condition of that story. For instance (13) above was assigned 
to List 1, (14) to List 2, and so on. Every participant gave judgments on one list and 
lists were distributed evenly over participants. The fillers consisted of comparable 
stories and dialogues with target sentences with most. In the filler stories, most was 
true irrespective of SI (e.g. 2 out of 3, 3 out of 4, 4 out 5), or most was false (e.g. 
1 out of 3, 2 out of 5, 0 out of 4). All QUD-types (wh about subject, wh about object, 
yes/no) were represented in the fillers in such a way that overall the QUD-types 
were evenly distributed over the stories. Test items and fillers were divided per list 
in a semi-randomized order with the following restrictions: there were never two 
consecutive test items of the same condition, never more than two consecutive test 
items, never more than two consecutive items with the same QUD-type, and the 
first test item was of a different condition for each of the four lists.

2.3  Participants and procedure

35 adult native speakers of Dutch were recruited via e-mail, and filled out a web-
based experiment on their own computers. In the instructions, participants were 
told that they would read a story followed by a dialogue between speaker A, who did 
not know what happened in the story, and speaker B, who did know what happened. 
Speaker A would ask speaker B a question about the story and the participant would 
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have to judge whether speaker B’s answer was true or not, by clicking the ‘true’ or 
‘false’ button, while the story and the dialogue remained on the screen. Participants 
were also told that after some stories, only a question was given by a speaker who did 
not know what happened in the story. In that case participants were asked to answer 
the question by clicking the ‘yes’ or ‘no’ button. With every story, participants could 
add comments in a textbox under the ‘true’/‘false’ or ‘yes’/‘no’ buttons. Participants 
were reminded that there were no ‘right’ or ‘wrong’ answers, and that they should 
follow their intuition. There was no time limit, but most participants completed the 
experiment within 15 minutes, with an average of 11 minutes.

A number of participants was excluded because of an unavoidable problem 
with the test items of Condition 2, repeated here for convenience:

	 (14)	 Condition 2 (wh focus)
		  A:	 “How many of the students drank beer?”
		  B:	 “Most students drank beer.”

Some participants seemed to have judged this answer ‘untrue’ not because of an SI, 
but because they felt the speaker should have provided the exact number of stu-
dents that drank beer (in this case ‘three’) as an answer, instead of a proportion. This 
problem could however be checked for by looking at the fillers and participants’ 
comments. If participants ruled out (14) because no exact number was provided, 
they should have also done so for the fillers in which most was true irrespective of SI 
(e.g. a situation with 4 out of 5). Therefore, participants were excluded if they judged 
one or more of these true most fillers with a How many QUD false, or if they com-
mented in the textbox that an exact number was asked (or both). Five participants 
were excluded based on these criteria. Three participants commented about an exact 
number in the textbox, but answered ‘true’ to the true most fillers with a How many 
QUD, so they were kept in. No participants were excluded based on error rates on 
the fillers, as all of the participants’ accuracy rate on the fillers was at least 75%. After 
exclusion the judgments of the remaining 30 participants were analyzed.

2.4  Results and discussion

Results of the wh-QUD conditions
The percentages of ‘false’ answers, signaling SIs, are given in Table 1 for the two 
wh-QUD conditions.

Table 1.  SI-rates for wh-QUD conditions of Experiment 1

Condition 1 
(wh non-focus)

Condition 2 
  (wh focus)

42% 52%
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Statistical analysis of the data reveals a significant difference between the 
SI-rates of C1 and C2 (F(1,29) = 5.12, p = 0.031), just like was found in the experi-
ments with or.10 If we look at the absolute numbers, the difference between the 
focus wh-condition and the non-focus wh-condition appears smaller than the 
difference we found for or. However, if we consider the distribution of partici-
pants based on their relative behavior on Condition 1 (non-focus) and Condition 
2 (focus), given in Table 2 below, we see a clear pattern.

From this table it is immediately clear that more participants made a difference 
between the two conditions in the direction that was predicted by the QUDFC 
(7 participants calculated more SIs in the focus condition than the non-focus con-
dition), than in the opposite direction (only one participant calculated more SIs in 
the non-focus condition). However, we see that a big group of participants (74%) 
makes no distinction between the two conditions and calculates SIs in both or 
neither of the conditions. This group is even bigger than in the experiments with 
or, in which it was typically around 50%.

As I already discussed in Zondervan (in press), the fact that many participants 
make no distinction between the two conditions, could be due to a problem with 
the used paradigm, the TVJT. In this paradigm, the participant already knows 
what happened in the story when he is asked to interpret the sentence with the 
scalar term. This is contrary to the normal situation in which an SI arises, where 
the hearer does not know what happened and draws an SI based on the speaker’s 
utterance that contains a weaker scalar term. In that spontaneous situation, there 
is no discrepancy between what happened and the used term, because the hearer 
does not know what happened. In the TVJT however, the participant is asked to 
reconstruct how she would have interpreted the sentence (including drawing the 
SI or not) if she would not have known what had happened. It is very unlikely that 
a participant will do this. Much more likely is that a participant will consider the 
fit of the target sentence to the story. As the critical items all contain a weaker 

.  I compared C1 and C2 for easy comparison to the experiments with or, but in line with 
the predictions made, C2 should be compared to the pooled data of C1, C3 and C4. This dif-
ference is also significant: F(1,29) = 7.43, p = 0.011. This also avoids correction for multiple 
comparisons.

Table 2.  Distribution of subjects based on behavior on wh-QUD conditions of Exp. 1

more SIs on focus SIs on both SIs on neither more SIs on non-foc

23% (7) 27% (8) 47% (14) 3% (1)
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scalar term (most or or), where a stronger one would have also been appropriate 
(all or and), there is a discrepancy between sentence and story in all the test items. 
Therefore, participants might rule out the target sentence based only on the use 
of an underinformative item, without having actually calculated the SI. So what 
the TVJT is actually measuring might not be the presence or absence of an SI in 
a certain condition, but the acceptability of a weaker form in a certain condition. 
Of course one can reason that in environments that typically trigger SIs, weaker 
forms will be less acceptable than in non-SI environments, but this relation is 
rather indirect.

Furthermore, this discrepancy between target sentence and story is present 
in both conditions. Even if participants feel that the weaker form is more accept-
able in one of the two conditions, they will try to answer consistently through-
out the experiment, so as soon as they notice the discrepancy, they will either 
consistently reject or consistently accept the target sentence. The fact that we 
find even more participants exhibiting this behavior in this experiment than in 
previous experiments with or, might be caused by the smaller item-filler ratio of 
this experiment (1:1), which was the result of having more conditions in a short 
experiment. However, despite the fact that this strategy of judging all marked 
items the same seems to be dominant, a significant proportion of participants 
(23%) still differentiate between the conditions, drawing more SIs in the focus 
condition, confirming that the effect of QUD and focus on SIs is also present with 
the scalar term most.

Results of the yes/no-QUD conditions
The percentages of ‘false’ answers to the yes/no sentential condition and ‘no’ 
answers to the yes/no polar condition are given in Table 3.

Table 3.  SI-rates for yes/no conditions of Experiment 1

Condition 3 
(yes/no sentential)

 Condition 4 
(yes/no polar)

42% 40%

It is clear that both yes/no conditions pattern with the non-focus 
wh-condition, rather than with the focus wh-condition. The SI-rate on the yes/
no sentential condition seems to confirm that the QUDFC does indeed extend 
to yes/no-questions. After a yes/no-question, an affirmative sentential answer 
is focus-less, therefore most is not in the focus constituent. Consequently, we 
find the same SI-rate we found after a wh-question in which another part of the 
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sentence was questioned. The SI-rate in the yes/no polar condition, representing 
the SI-rate in the yes/no-question itself, is also lower than in the focus declarative 
condition, as we predicted based on previous research on SIs in questions. I will 
return to these results more elaborately in the General Discussion. First I will 
present a control experiment that was conducted to investigate the effects of the 
wording of the task.

3.  Experiment 2

One of the critical properties of the TVJT that is often overlooked is the question 
what exactly participants were asked to judge the target sentence on. The TVJT 
is widely used in acquisition, where the experimenter uses a puppet to utter the 
target sentences, and asks the child to judge the puppet’s behavior. Usually, chil-
dren are asked whether the puppet ‘said it well’, or whether what it said was ‘right 
or wrong’. In the experiments presented above, I explicitly asked participants to 
judge whether the sentence was ‘true’ or ‘false’, a question often asked in versions 
of the TVJT designed for adults. This choice was partly based on the problem I 
sketched in Section 2.4., that there is always a discrepancy between story and tar-
get sentence, as a weaker item is used instead of a more informative item. When 
asked for ‘right’ or ‘wrong’ instead of ‘true’ or ‘false’, participants might be even 
more likely to reject the target sentence based on this discrepancy alone, instead of 
based on the interpretation of the target sentence. However, when considering the 
effect of QUD on the target sentence, asking for truth might also have a downside. 
When asked whether a sentence is true or false, participants could be more likely 
to ignore the question the sentence is an answer to, in an effort to be more accurate 
about the truth of the sentence itself. They might think they are asked to judge the 
sentence itself, and ignore the fit to the question. This is of course undesirable if we 
are interested in the effects of the question on the interpretation of the sentence. 
Experiment 2 was set up to control for this. The experiment was an exact copy 
of Experiment 1, with the only difference that instead of judging ‘true’ or ‘false’, 
participants were asked to judge the answer ‘right’ or ‘wrong’.

3.1  Setup, items, design and procedure

The setup, items and design were exactly the same as Experiment 1. The proce-
dure only differed from Experiment 1 in that participants were instructed to judge 
speaker B’s answer ‘right’ or ‘wrong’ instead of ‘true’ or ‘false’. The ‘true’ and ‘false’ 
buttons were replaced by ‘right’ and ‘wrong’ buttons.
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3.2  Participants

43 participants were recruited by email. None of them had participated in 
Experiment 1. Again, participants who were suspected of answering ‘wrong’ to 
How many QUDs, based on the expectation of an exact number instead of a pro-
portion, were excluded on the same criteria as in Experiment 1. A total of 8 subjects 
were excluded based on these criteria. The fact that this number is slightly higher 
than in Experiment 1 (5 subjects) is not surprising in the light of what was sug-
gested above: when asked for ‘right’ or ‘wrong’, subjects are more likely to reject the 
sentence based on a bad fit to the question, than when asked for ‘true’ or ‘false’. Two 
more subjects were excluded because their accuracy scores on the fillers was lower 
than 75%. Again, most participants completed the experiment within 15 minutes. 
After exclusion, the judgments of the remaining 33 participants were analyzed.

3.3  Results and discussion

The SI-rates on the four conditions are summarized in Table 4.

The difference in SI-rate between the two wh-conditions is again significant 
(F(1,32) = 6,48 p = 0.016).11 So just like in Experiment 1, more SIs are calculated 
when the scalar term is in a focus constituent. The distribution of participants on 
the wh-QUD conditions is summarized in Table 5.

This distribution reveals the same pattern as in Experiment 1: More partic-
ipants make a distinction between the two conditions in the direction that the 

.  Again, also the difference between C2 and the pooled data of C1, C3 and C4 is significant: 
F(1,32) = 10.66, p = 0.003. (See ftn. 3)

Table 4.  SI-rates for the four conditions of Experiment 2

Condition 1 
(wh non-focus)

Condition 2 
 (wh focus)

  Condition 3 
(yes/no sentential)

 Condition 4 
(yes/no polar)

48% 64% 44% 38%

Table 5.  Distribution of subjects based on behavior on wh-QUD conditions of Exp. 2

more SIs on focus SIs on both SIs on neither more SIs on non-foc

24% (8) 39% (13) 33% (11) 3% (1)
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QUDFC predicts (8 participants) than the other way around (1 participant), and 
the majority of the participants (72%) is consistent over conditions. Overall, SI-
rates are slightly higher than in Experiment 1 (with the exception of the yes/no 
polar condition), but a between-subjects analysis revealed no significant differ-
ence between the two experiments (p = 0.626). We can conclude that Experiment 2 
replicated the results of Experiment 1 with a different version of the TVJT.

4.  General Discussion

Experiment 1 replicated the effects of QUD and focus found in earlier experi-
ments with or for another scalar term, most. In a TVJT in which the story and the 
target sentence was kept constant over conditions, manipulation of the explicit 
wh-QUD had an effect on SI-rate. More SIs were calculated when the scalar term 
was in the focus, than when it was not. The data do not support the strong ver-
sion of the QUDFC in (1), as a considerable percentage of SIs was calculated in 
the non-focus condition. However, this might be due to the experimental para-
digm that was used, which in combination with the tested inference and the rela-
tive small number of filler items, was vulnerable to a strategy of judging items of 
both conditions the same. Still, a significant proportion of the participants distin-
guished between the two conditions in the direction the QUDFC predicts, and 
hardly any participants the other way around. The results of the yes/no sentential 
condition showed that if the same target sentence follows a yes/no-question, the 
SI-rates are similar to those of the non-focus wh-condition rather than to the 
focus wh-condition. This is in accordance with the view that an affirmative sen-
tential answer to a yes/no-question is as a whole focus-less. Finally, the SI-rate 
observed in the yes/no-questions itself also patterned with the non-focus wh-
condition, and not with the focus wh-condition, confirming earlier studies that 
indicate SIs are less likely to arise in questions.

Experiment 2 controlled for a possible effect of wording of the task of Experi-
ment 1. The results did not reveal a significant difference between the two ways of 
wording the task: judging ‘true’ or ‘false’ vs. judging ‘right’ or ‘wrong’. The results 
of Experiment 1 were replicated, further strengthening the claim that QUD and 
focus have an effect on SIs.

One aspect of the comparison between wh-questions and yes/no-questions 
is worth elaborating on. Above I stated that an affirmative sentential answer to a 
yes/no-question is as a whole focus-less. This conclusion might be a bit too hasty. 
Jackendoff (1972: CH6) claims that questions themselves also have a focus struc-
ture. For wh-questions, this is relatively simple: the wh-phrase is the focus, and 
the rest of the sentence is non-focus (Jackendoff calls this presupposition, which is 
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not to be confused with the use of that word in modern pragmatics). This follows 
straightforwardly from the generalization that was already referred to in the intro-
duction: question and answer share the same focus structure (see e.g. Rooth 1996). 
However, with yes/no-questions, things are a bit more complicated. According to 
Scharten (1997), there are two types of yes/no-questions: neutral and topicalized. 
Neutral yes/no-questions are the type of questions in which no part has any spe-
cial intonation, and which cannot be rephrased as wh-questions. An example of a 
neutral yes/no-question is (17):12

	 (17)	 Did you clean up your room?

Topicalized yes/no-questions on the other hand, are actually wh-questions in dis-
guise. A part of the question is intonationally marked, and that part corresponds 
to the wh-phrase in the corresponding wh-question. Scharten gives example (18), 
and example (19) is from Jackendoff (1972):

	 (18)	 Did JOHN take your books?
		  ≈ Who took your books?

	 (19)	 Did Maxwell kill the judge with a HAMMER?
		  ≈ What did Maxwell kill the judge with?

These topicalized yes/no-questions clearly have a focus structure, namely the same 
as their wh-equivalents. In (18), John is the focus, and in (19) hammer. It there-
fore seems reasonable to assume that a sentential answer to a topicalized yes/no-
question, just like an answer to a wh-question, inherits the focus structure of the 
question, e.g. as in (20):

	 (20)	 A:	 “Did Maxwell kill the judge with a HAMMER?”
		  B:	 “(Yes,) he killed him with a hammerF.”

If this is the case, we can no longer be sure that the sentential answer to the yes/
no QUD in Experiment 1 and 2 was as a whole focus-less. As the dialogues were 
presented in written form, participants could have superimposed all kinds of into-
national patterns on the yes/no-question, possibly turning it into a topicalized yes/
no-question, as in (21a–d):

	 (21)	 a.	 Did most students drink BEER?
		  b.	 Did MOST students drink beer?
		  c.	 Did most STUDENTS drink beer?
		  d.	 Did most students DRINK beer?

.  Of course, intonation can change this neutral yes/no-question into a topicalized yes/
no-question. But with normal intonation, this question is a good example of a neutral yes/
no-question.
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This is problematic, because now we can no longer assume most was non-focus in 
the answer. If for instance participants read the question as in (21b), this would 
have caused most in the answer to be the focus, and the QUDFC would predict 
an SI in that situation. As all target sentences in the experiment (test items and 
fillers) contained most, it is not even unlikely that participants read the question 
with extra emphasis on most, so as a topicalized yes/no-question. The only way 
to get rid of this problem is to set up a control experiment in which intonation 
disambiguates the yes/no-question, which I will for now leave as a suggestion for 
further research.

If we take the claim that topicalized yes/no-questions have a focus structure 
seriously, this leads to another interesting question: Does the QUDFC hold for 
questions? In other words: Will more SIs arise in questions if a scalar term is in the 
focus? There is no way to investigate this question with wh-questions, as there the 
scalar term is always non-focus (unless it is part of the wh-phrase), but consider 
for instance the paradigm with topicalized yes/no-questions in (22):13

	 (22)	 Story: John has a and b.
		  Non-focus condition:
		  Does JOHN have a or b? yes/no

		  focus condition:
		  Does John have A OR B? yes/no

If the QUDFC extends to questions, more SIs should be observed in the second 
condition, and it should be answered negatively more often.

Summarizing the discussion about the focus structure of yes/no-questions: 
adopting the idea of topicalized yes/no-questions leads to interesting new predic-
tions about the presence of SIs in questions. If these predictions are supported by 
experimental results, the dominant view in the literature that SIs do not arise in 
questions, might be reconsidered.

5.  Conclusion

The results of the two experiments presented in this paper support the idea that 
one of the contextual properties that governs SI-calculation is the property of 
QUD and focus. The experiments showed the effect of this property can also be 
observed with the scalar term most, and can be extended to sentential answers to 

.  An interesting third condition might be Does John have a OR b?, in which only the scalar 
itself is the focus.
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yes/no-questions. Finally, an outlook was given on how the effect of QUD and 
focus might even extend to SIs in questions themselves, an environment in which 
SIs are traditionally assumed not to arise.
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